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A System Of Models To Study Long-Term 
Operation Of Hydropower Plants  

In The Angara Cascade 

Melentiev Energy Systems Institute of Siberian Branch of Russian Academy of Sciences, Irkutsk, Russia

Abstract — The paper provides a system of consistent 
models to study the integrated use of water resources 
of reservoirs and operating conditions of hydropower 
plants that constitute the Angara cascade. The system 
includes many different simulation and optimization 
models (hydrological, hydraulic, water management, 
and the hydropower cascade operation control) taking 
into account the hydrological, climatic and territorial 
features of the water systems of the Baikal, Angara and 
Yenisei basins; and the role of the Angara cascade in 
the operation of the Siberian electric power system. 
The paper presents a brief description of the models, 
their parameters, criteria and constraints, and their 
interaction principles. The models are designed to 
determine the long-term operating conditions of the 
Angara cascade of hydroelectric power plants. To this 
end, it is proposed to use global climate models with 
the data on the state of the atmosphere and ocean 
based on which the most probable characteristics of 
meteorological indices in the region are determined, 
to make estimates (scenarios) of inflows into the 
cascade reservoirs in the form of ranges of probability 
distributions for a period of up to one year. The results 
of modeling the long-term operation of individual 
hydroelectric power plants and the entire Angara 
cascade are presented for 2019–2020. Relying on the 
assumed long-term water scenario, the estimated water 
availability  scenarios make it possible to evaluate the 
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expected electricity output, the average used capacity 
and other parameters of the hydroelectric power plants 
operation, to form prospective energy balances in the 
power system, and to determine the the prospective 
load of thermal power plants.

Index Terms — hydropower plant operation, Angara 
cascade, metamodels, inflow scenarios.

I. IntroductIon

In the electric power system of Siberia, 50% of 
generating capacities are represented by hydroelectric 
power plants, including 30% of the Angara cascade 
hydropower plants and 20% of the Yenisei cascade plants. 
For comparison, the share of hydroelectric power plants 
in the Unified Power System of Russia accounts for about 
17% of the installed capacity of all power plants. The share 
of hydroelectric power plants in other power systems is 
much lower: 12 % in the North-West; 10% – in the Central, 
and 3% – in the Urals [1].

The Angara cascade is located in the Angara river basin 
and includes Irkutsk, Bratsk, Ust-Ilimsk, and Boguchany 
hydroelectric power plants (HPPs) with reservoirs of 
seasonal and long-term regulation with a total live storage 
capacity of about 100 km3 [2–4]. Figure 1 shows a 
diagram of the Angara river basin divided into five main 
areas connected to the catchment basins of the reservoirs of 
the Angara HPP cascade. Area 1 refers to Lake Baikal [5–
7] and the upper and lower pools of the Irkutsk reservoir. 
Areas 2–4 correspond to the catchment basins of the lateral 
tributaries to the Bratsk, Ust-Ilimsk, and Boguchany 
reservoirs. Area 5, 450 km long along the river bed, is 
important for summer navigation on the Lower Angara and 
the Yenisei rivers.

Since most of the electricity in the electric power 
system of Siberia is generated by hydropower plants, its 
operation and management of the operation largely depend 
on the natural fluctuations in the annual flow of the Angara-
Yenisei basin rivers. Depending on the water availability, 
the range of changes in the electricity generation from the 

N.V. Abasov, V.M. Nikitin*, E.N. Osipchuk
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Angara-Yenisei HPP cascade can reach 50 billion kWh per 
year, including 30 billion kWh from the hydropower plants 
of the Angara cascade. For example, during the period 
of extremely low water observed in the Angara cascade 
of hydropower plants in 2014–2017 (2018), there was a 
significant decrease in the generation of electricity by 
hydroelectric power plants (up to 20% in some years). The 
low water period led to a reduction in the reserves of hydro 
resources in the reservoirs of the hydroelectric power plants, 
including the almost complete drawdown of long-term 
reserves in the Bratsk reservoir. As a result, the electricity 

output from the hydroelectric power plants decreased and 
the need arose to additionally load less economical and 
less environmentally friendly thermal power plants, which 
increased fuel consumption, electricity cost, and emissions 
of harmful substances into the environment. As a result, 
the efficiency and reliability of the entire power system of 
Siberia decreased.

It is worth noting that the presence of a powerful 
cascade of hydroelectric power plants in the power system 
is characterized by both advantages (the use of efficient 
renewable energy resources) and  disadvantages of the 

 
Fig. 1. Map of the Angara HPP cascade reservoirs with catchment basins (1–4) and Lower Angara area (5).
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power system. The main disadvantage is the uncertainty of 
the available water resources in the estimated period.

The existing system of planning and management in the 
electric power industry envisages the estimation of long-
term operating conditions and balances of electric power 
and capacity for a period of 1–2 or more years. To this end, 
to plan the operation of hydropower plants, it is necessary 
to take into account the long-term forecast scenarios of 
water availability, which are probabilistic in nature. The 
development of such scenarios is an extremely complex 
problem that does not have unambiguous solutions. In 
practice, the water-energy calculations for the long-term 
prospects normally involve statistical average long-term 
values of water inflows into reservoirs. Under normal 
(medium) water conditions, this approach does not cause 
problems but it cannot be applied to low-water and high-
water periods.

The noted features of the power system and the 
hydropower plant cascade, as well as the need to improve 
the reliability of their operation call for a study of 
various operating conditions of the hydrosystems based 
on a variety of simulation and optimization models with 
the determination and minimization of energy, water, 
environmental and social risks.

II. research Methodology

Many effective algorithms and techniques have been 
developed to study the operation of hydropower plants 

in recent decades. Many of them have been created since 
the early 1960s and used in automated dispatch control of 
power systems to perform water-energy calculations aimed 
at regulating the storage reservoirs. The mathematical 
methods (linear, nonlinear, dynamic programming) [8–10] 
designed to optimize the hydrological regimes, including 
stochastic [11–14] and multi-criteria [15–17] optimization 
found wide application. 

The development of global climate models brought 
about the studies on their application in the estimates of 
future river flow and calculations of hydropower water-
energy regimes [18, 19]. Some studies suggest the use of 
an integrated approach to managing cascades of reservoirs 
(using the Volga-Kama cascade of hydroelectric plants as 
an example) with focus on the water system requirements 
based on various methods of determining surface runoff, 
allowing for weather parameters, and using digital models 
of river catchment relief [20].

Given the role of the Angara cascade of hydropower 
plants and its reservoirs in the operation of the regional 
power system of Siberia; the water-management systems 
of the Baikal, Angara and Yenisei basins, as well as the 
hydrological, climatic and territorial features of the studied 
object; it is necessary to build a great variety of models 
(hydrological, hydraulic, water management, simulation, 
optimization, stochastic and others), because consideration 
of all aspects of the object operation in one model greatly 
complicates its use in practice. Figure 2 shows a system of 

 
Fig. 2. A system of models for studying the integrated use of water resources of reservoirs and operation of the Angara cascade 
hydropower plants.
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models developed by a research team from the Laboratory 
of Hydropower and Water Management Systems at the 
Melentiev Energy Systems Institute (ESI) SB RAS to 
study the integrated use of water resources of reservoirs 
and operation of the hydropower plants of the Angara 
cascade [21, 22].

The hydrological database includes the collected 
statistics on the water inflows into the reservoirs of the 
hydropower plants. The climatic database, including 
the state of atmospheric meteorological indices for a 
long period of observations, together with the forecast 
ensembles of global climate models, is used to build 
long-term prognostic scenarios of water availability in the 
cascade reservoirs with the aid of the GeoGIPSAR system 
developed at ESI SB RAS [23, 24]. The relief database of 
the Angara river areas is used to build hydraulic models 
for steady (stationary) and unsteady (non-stationary) flow. 
These models can be used to determine river levels and, 
accordingly, periods of water level reaching the specified 
cross-sections, zones and boundaries of potential flooding. 
The knowledge base includes formalized current rules 
for the use of water resources of the reservoirs, as well as 
various constraints on operating conditions of the Angara 
cascade of hydropower plants with different criteria for 
their optimization.

The hydrological model includes balance equations 
for water inflows and flow rates. The water management 
model takes into account transport, energy, social, 
and environmental constraints; the requirements for 
uninterrupted operation of water intakes, and other 
requirements of the water management system.

Formation of feasible and optimal operating conditions 
normally requires multiple uses of various models with a 
block for analysis of the complex modeling results. There 
are periodic changes in regulatory documents, significant 
changes in hydrological and climatic characteristics in 
recent decades, various criteria used for the formation of 
effective conditions, which makes it necessary to constantly 
update the models.

To eliminate the contradictions in the use of different 
models, the ESI SB RAS has developed an approach to 
the development of a system of consistent models based 
on common data and knowledge bases and various model 
structures based on a metamodeling mechanism, which 
makes it possible to quickly synthesize unique models 

based on the description of parameterized model classes, 
i.e. metamodels [25–28]. A general diagram of this 
approach is shown in Fig. 3. 

The metamodel is a parameterized structure that 
includes many relations with knowledge base and database 
objects.

Based on a single knowledge base and  a single 
database, models of different classes (mathematical 
programming, stochastic, simulation, and others) are 
synthesized. Planning the operating conditions of the HPP 
cascade involves consideration of various control methods: 
setting reservoir levels by the end of the time interval, 
setting average water flow rates through HPP turbines, 
assigning a guaranteed average power or electricity output 
from hydropower plants.

The problem of operating the hydropower plants in the 
power system and in the water management system lies in 
the difficulty of describing and considering a large number 
of processes and their parameters: the requirements of the 
participants in the water management, including energy 
industry, the influence of natural, climatic, economic, and 
social factors.

The proposed approach is characterized by:
• the development of many models based on a single 

database and a single knowledge base, coordinated with 
respect to input and output parameters and constraints;

• the creation of an environment for the synthesis of the 
management models with various water and energy 
optimization criteria based on the processing of long-
term hydrological statistical data and their  model 
options (for example, the formation of artificial time 
series for 1000 years or more);

• the modeling of long-term operating conditions of 
hydropower plant cascades according to synthesized 
prognostic scenarios of water availability with their 
different probabilities;

• the development of a flexible parameterized software 
environment for the synthesis, start, and development 
of models based on the creation of universal and 
specialized libraries of support programs;

• the combination of the use of own and external software;
• the consideration of the specifics of the basins of Lake 

Baikal, the Angara, theYenisei, and the Angara cascade.

III. research Models of angara hpp cascade

The hydrological model serves as a basis for the study 
of the Angara HPP cascade operation. The water inflows 
and discharges in the cascade are schematically presented 
in Fig. 4. 

For the Bratsk reservoir, additional lateral tributaries 
(the Irkut, the Kitoy, and the Belaya rivers) were considered, 
which is associated with the potential flooding of large 
areas in the lower reach of the Irkutsk HPP, determined 
by the flow through its hydrosystem and these lateral 
tributaries [29].

 
Fig. 3. A diagram of constructing consistent models to study 
HPP operating conditions.
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The hydrological model of the Angara cascade can be 
represented by the following equations:
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where i – an HPP index (1 – Irkutsk, 2 – Bratsk, 3 – Ust-
ILimsk, and 4 – Boguchany HPPs); 
t – time on the set interval [t0, T]; Vi, (t) – the volume of 
water in the reservoir; 
Pi, (t) – lateral (full) water inflow into reservoir; Qi, (t) – flow 

through HPP cross-section;  )(1 tQi-  – water consumption 
of the upper stage of the HPP cascade, given the lag time; 

 TBTB PPQQ ,,,   – flows and lateral inflows into the 
Lower Angara for the Boguchany and Tatarka points where 
the Angara river levels are monitored;  )(tiL  – function 
of an additional impact of evaporation from the reservoir 
surface  )(tRispi , filtering through the dam  )(tR filtr

i , 
changes in the subsurface component  )(tR pz

i , changes in 
the volume of a water area between the reservoir and upper 
stage of the HPP  )(tRtri . The indices of inflows  )(tPi  can 
be taken from the hydrological base or specified by various 
prediction scenarios built by the GeoGIPSAR system.

The values of functions  )(tiL , except for evaporation, 
can be neglected for practical calculations, which is due to 
the complexity of estimate of the listed indices and their 
relatively small influence on the total inflow. Evaporation 
plays a significant role in dry periods on Lake Baikal, 
therefore, its indices are included in the final available 
inflow into the Irkutsk reservoir.
For the given time interval, equation (1) can be 
approximately written in the finite difference form:
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where  tttt
iiii RQPV ,,,D  – average values of the function 

on the time interval  ],[ t+tt . The lag time of the changed 
water flow from the Boguchany HPP is determined by the 
average speeds for the respective sections.

Water inflow functions  )(tPi
t  have large interannual 

and seasonal variations, which significantly complicates 
the management of the regimes. The hydrological model 
makes it possible to calculate the natural regimes of each 
reservoir using the equations of water volume dynamics. 
This model can also be used to determine the natural 
flow from Lake Baikal based on the family of curves of 
correlation between its level and the level of upper reaches 
of the Irkutsk hydropower plant dam. All lateral inflows 
and effective inflow into Lake Baikal are determined by the 
corresponding probability distribution functions (Kritsky-
Menkel three-parameter distribution, Pearson type III 
distribution, etc.), which are built based on hydrological 
statistics in ten-day and monthly temporal resolution for 
the period of 1903–2018.

The water management model allows for the 
consumptive water use in different parts of the Angara 
river. Then equations (1) will take the form: 
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where functions βi(t) determine the total consumptive 
water withdrawal by water users at the relevant macro area 
with constraints βi(t) ≤ βi

max.
The main water management constraints are:

 
Fig. 4. A scheme of the Angara HPP cascade
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  min)( ijij qtq ³  – flow rates for all water withdrawals of 
macro area i and area j should be larger than the minimum 
permissible ones for the area;

  min)( ijij hth ³  – similarly, the levels of the river by area 
for the open water in the zone of water withdrawal should 
be higher than the minimum permissible ones. 

For the normal (failure-free) operation of water 
diversion points in the lower reach of Irkutsk hydropower 
plant at present the required flow rates through the 
hydrosystem should be no less than 1300 m3/s (1250 m3/s 
when the hard ice cover is formed). 

For the Bratsk reservoir, the level of the upper reach 
should not be below 392.73 m of the Baltic Elevation 
System (BS) (according to the operating conditions of the 
diversion facility in Svirsk). Indices of consumptive water 
use by water consumers are taken into account in water 
balance equations.

Normal navigation conditions in the lower reach of 
the Irkutsk hydropower plant require the flow rate through 
the hydrosystem to be no less than 1500 m3/s during the 
period from May to October. For the Bratsk reservoir, the 
navigation level according to the current rules [3] should 
be at least 394.73 m BS during the period from June to 
October. For the Ust-Ilimsk and Boguchany reservoirs, the 
normal navigation levels correspond to 295.5 and 207.5 
m BS, respectively. The level of pre-flood drawdown for 
each reservoir as of May 1 should not exceed 456.15 m of 
Pacific Altitude System (PS) for Lake Baikal; 400.23 m BS 
for Bratsk reservoir; 295.19 m BS for Ust-Ilimsk reservoir, 
and 207.20 m BS for the Boguchany reservoir.

For all reservoirs in the cascade, the maximum 
permissible level of the upper reach is limited to the normal 
water surface (NWS), except for periods of extremely high 
floods.

The most severe limitation in the summer-autumn 
period (from May to October) is the maintenance of 
the Lower Angara and Yenisei levels not lower than the 
minimum permissible levels for the three control sites 
(Boguchany – not lower than 0 cm; Tatarka – not lower 
than 180 cm; Yeniseisk – not lower than 300 cm relative 
to the base marks of the corresponding water points), 
providing navigation on the Yenisei.

Water withdrawal constraints (limits and norms of 
permissible impacts) are taken into account for each 
section of the Angara river basin.

The hydraulic model is used to estimate the flooding 
zones in the lower reach of the Irkutsk hydropower plant, 
as well as in the unregulated areas of the Lower Angara 
for the current calculation of the Angara river levels at the 
control cross-sections of Boguchany and Tatarka.

The calculations for the steady-state flow are based on 
the Chezy equation [30] used to calculate the average flow 
velocity in an arbitrary cross-section:
   IRC ×=u  (4)
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where P – wetted perimeter; S – area; B – width; Q – flow 
rate; K – flow rate characteristic; hi, bi, li, si, ni – depth, 
width, length, area, and roughness of the i-th section of the 
cross-section.

For the case of a small change in the river level, the 
iteration method is used to calculate these indices with a 
given error based on given and calculated flow rates.

For a given flow rate, the morphometric characteristics 
are calculated for each of the cross-sections, starting 
with the last one located downstream, for which the level 
is determined by the Chezy equation. The roughness 
coefficients for the initial calculations are divided into 
two parts: the riverbed one in a range of 0.02–0.05 and 
the floodplain one in a range of 0.05–0.07. The roughness 
coefficients are specified through verification of levels 
for several hydrological points (the Irkutsk hydropower 
plant dam, the Yunost Island, the bridge, the river port, the 
village of Bokovo, and the town of Angarsk) according to 
the available statistical indices of daily levels of the Angara 
river in the high water years (1971, 1973, 1985, 1988, 
1994, 1995, 1998, and others).

After the iterative procedures of the level refinement 
in each basic cross-section, the structure of their 
characteristics is formed. These characteristics are used to 
determine the parameters of intermediate cross-sections 
with a water surface level change uniform in length and 
refinement of hydraulic parameters.

For the unsteady flow associated with unregulated 
lateral inflows, the difference scheme of calculations based 
on the Saint-Venant equations is applied. Estimation of an 
average ten-day flow at point X, situated at distance L from 
the initial one, can be defined as follows:

 
,  )]()([1 tt -++D-+D×= +-+- TqqtTQtQTQX

 (6)

 
,  )]()([1 tt -++D-+D×= +-+- TqqtTQtQTQX

where Q–, Q+ – flow rates in the initial cross-section for 
the previous and current ten days; q–, q+ – similar average 
ten-day lateral inflows in the section; ,   tD t  – the lag time 
of the main and lateral inflow to point X; T – ten days (с).

Since the lateral inflows are, as a rule, much less than 
the main inflow and the lag time is much less than  tD , 
equation (6) can be simplified as follows:

 .  ++- +D-+D×» qtTQtQTQX )]([1  (7)

The lag time of the changed flow can be determined by 
the average current velocity in the section according to the 
Chezy equation:   u

Lt =D , where L is a distance between 
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the cross-sections.
Models for complex management of the Angara 

cascade hydroelectric plants operation include many 
simulation and optimization models. The main components 
of the metamodel designed to study the HPP operation 
management are shown in Fig. 5. To consider the HPP 
cascade it is necessary to develop the metamodels for each 
HPP and for the entire cascade.

Simulation models determine all the necessary 
parameters, criteria and constraints for water-energy 
calculations based on hydrological, water-management 
and energy models. They make it possible to carry out end-
to-end calculations for the entire period of the statistics 
collection (since 1899) or for individual studied periods 
(for low-water and high-water periods, since the beginning 
of HPP operation, since the year of introduction/changes 
in the Rules for Water Resource Management (RWRM), 
etc.), as well as to calculate model inflows. Water flows 
through the HPP cross-sections are determined not only by 
reservoir operating curves but also by special algorithms 
taking into account prognostic water availability indices.

The construction of simulation models to study different 
HPP operating conditions requires that the flow rate through 
the HPP cross-sections at each considered period be uniquely 
determined. When modeling the natural regimes of the 
Irkutsk hydropower plant, we determine the flow rate by the 
family of correlation curves between the level of Lake Baikal 
and the level of the upper reach of the dam. When modeling 
the winter operation of the Bratsk HPP, it is necessary to 
set its flow rate so that the total capacity of all HPPs of the 
Angara-Yenisei cascade has a certain guaranteed value. The 
summer operation of the Bratsk HPP should provide the flow 
rate for navigation in the Lower Angara, as well as the filling 
of the Ust-Ilimsk and Boguchany reservoirs and subsequent 
maintenance of their levels.

Multi-criteria optimization models include several 
models ranked by priority of optimization criteria for the 
use of water resources by different water users, provided 
their requirements are met with given normative reliability. 
The main modeling parameters are a set of several reservoir 
operating curves that take into account the specifics of 
individual water users. Their internal parameters can vary. 
The formal description of the models and the notations 
they contain are given below:

 – discrete time, y – year,  
d – ten days (month); 

 – actual inflow into the  
        reservoir at time t; 

 – predicted inflow; 
 – the flow rate through the  

        HPP cross-sections; 
– level of the upper reach at the  

        end of the period ; 
– level of the lower reach;  
– head; 
 – HPP power; 

 – electricity output over the period ,  
 where t is period duration; 

 

),( dyt =

tP

*
tP

tq

+
th

],[ t+tt
-
th

thD

tN

tE ],[ t+tt

  },,,,,,{),( wqqw tttttttkt ENhhhqk D= -+  is a set 
of basic calculated parameters that are determined by the 
function   ),,),((),( 1

*
-= tttkkkt hPPDFk qqw w  over 

the time interval ;   ],[ t+tt wq t  are additional parameters 
considering detailed operating parameters (for example, 
efficiency, total and effective heads, loading of hydro-
power units, etc.);   )( kkD q  is the k-th reservoir operating 

 
Fig. 5. The structure of the main components of the HPP operation metamodel  
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curve with a set of internal parameters    kq  from a set of the 

studied ; };,1:)({ kkkk KkDD qqq Ì==

  ( )]},[:),(),,({),( 21
*

21
tttPPkk ttktktt Î=W ® qwq

– end-to-end calculations of operating conditions for the 
period   ],[ 21 tt ;

  };,1:),({
2121 kkktttt Kkk qqq Ì=W=W ®® – matrix 

of solution options for all the reservoir operating curves 
and variation in the internal parameters from the set   kq ;

  ),,,,,( SRTEBA llllll=L  – vector of availabilities 
after meeting: А – operational and technical constraints, B – 
water withdrawal requirements, E – energy requirements; T 
– water transport requirements; R – fisheries requirements; 
S – territory non-flooding requirements; 

  )),((),(
21 kttk kFk qq ®

L W=L  – function for 
determining the availability at a time interval   ],[ 21 tt  and 
in the reservoir operating curve   )( kkD q .

The main objective is to simultaneously maximize the 
vector of criteria:

 )max(),,,,,(
21 tt

SRTEBA
®W®llllll  (8)

 ,  L=L³L Kiii ,1:min  (9)

where the magnitude   min
iL  depends on the selected water 

user, for example, according to normative indices, the 
normal water consumption by the number of uninterrupted 
years is   951 ³L  for water supply,   854 ³L  for water 
transport, and   755 ³L  for fishery. 

The sequences of ranking the criteria by water user 
determine different options of HPP water resources 
management.

The specific feature of the calculation of the Bratsk 
HPP operating conditions is simultaneous consideration 
of the basic parameters of three (Bratsk, Ust-Ilimsk, and 
Boguchany) HPPs. Moreover, when calculating the average 
winter power of the Angara-Yenisei cascade, it is necessary 
to take into account the Yenisei cascade operation.

When solving problem (8)–(9), a subset of the matrix  
(corresponds to the Pareto set) is formed, from which the 
most acceptable solutions are selected.

For the energy option, the sequence of priorities of 
criteria (9) will have the form:
 ,               (10) 

 
)max(),,,(

21 tt
TEBA

®W®llll , (10)
For the transport option, this sequence will have the form:

  )max(),,,(
21 tt

ETBA
®W®llll , (11)

In the considered statements, the priorities of the first 
level are strict compliance with technical and operational 
constraints and water intake requirements. As a rule, these 
constraints can be included in each considered reservoir 
operating curve. Then, generally, the maximization of the 
availability criteria (11) can be written as follows:

  )max(),,,(
21 tt

SRTE
®W®llll  (12)

Some regulation options can be of priority only in 
certain periods. For example, the priority of reducing the 
risks of inundation of Irkutsk during periods of increased 
flow through the hydrosystem or the priority of permissible 
fluctuations in reservoir water levels under daily and 
weekly regulation during the periods of fish spawning. 
These priorities and limitations can be taken into account in 
problem (8)–(12), the solution to which forms a sustainable 
option for water resources management in the Angara river 
basin. A specific feature of the model is the possibility of 
studying the operating conditions not only throughout the 
full retrospective period but also at any randomly given 
time.

In practice, problems (10)–(12) are solved by 
specialized methods designed to optimize the cascade HPP 
operating conditions, which are formed based on the long-
term reservoir operating curves. The standards established 
to meet the requirements of water users are determined by 
the Methodological Instructions on the Development of 
Reservoir Management Rules.

IV. forMatIon of long-terM scenarIos of water 
Inflows Into the hpp reserVoIrs

The reservoir operating curves currently used to manage 
the HPP operation are based on the statistical characteristics 
of inflows and allow reservoir levels to be managed 
according to  the current total inflows and achieved water 
levels in each reservoir. They, however, do not allow long-
term planning of water users and consumers' operation. 
In this regard, an important condition for planning is the 
development of future water inflow scenarios.

At present, the practice of the HPP operation involves 
along with the reservoir operating curves, the series of 
statistical hydrological indices and water availability 
forecasts provided by the Meteorological Office for a period 
of up to 1–3 months. As already noted, this does not meet the 
current needs of water and energy organizations that carry 
out long-term management and planning of the operation. 
Furthermore, due to global and regional climate change, 
the use of meteorological statistics alone for predictive 
water availability assessments becomes inefficient. Given 
the significant advances in the development and use of 
global climate models over the past decades, it seems 
appropriate to use them for long-term water availability 
assessments for a period of up to one year. One such model 
is the global climate model CFS-2 (Climate Forecast 
System) developed by the Environmental Modeling 
Center (EMC), a member of the international organization 
National Centers for Environmental Prediction (NCEP) 
[31]. This model is used daily to update an ensemble (set) 
of forecasts of the state of the atmosphere and the ocean 
with a time interval from several hours to 9 months for 
the entire globe. The ensemble approach used in the global 
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climatic model allows the probabilistic estimations of the 
atmosphere state to be formed for a long term.

A research team of the Melentiev Energy Systems 
Institute SB RAS has developed special components in 
the GeoGIPSAR system for monitoring, collection, and 
processing of modeling results. These components make 
it possible to quickly generate long-term estimates of 
precipitation, temperatures, pressure, and geopotential 
in the basins of Lake Baikal, the Angara and Yenisei 
rivers and periodically update them (weekly, every ten 
days, monthly, quarterly). Examples of an analysis of the 

climatic situation in the basins of Lake Baikal and Angara 
reservoirs in the past period and estimated data of the 
global models are shown in Fig. 6. The Figures show the 
estimated data of the global climatic model CFS-2 for the 
considered region on the anomalies of precipitation and 
temperature for the period from May to August 2019. The 
map of temperature anomalies in July-August shows a high 
probability of increased water for the basins of Lake Baikal 
and the Angara river and average water in the Yenisei basin.

The processed data of the forecast ensembles of 
meteorological parameters are used to make estimations of 

 
Fig. 6. Examples of anomalies in the Angara reservoir catchment basins: deviation of average summer precipitation in 2014–2017 
compared to those in 1996–2013 (a); summer precipitation anomalies in 2018 (b); prognostic indices of precipitation intensities in 
June (c) and July (d) in 2019 (based on the 10 forecast ensembles of the CFS-2 model).
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the inflows into the cascade reservoirs in the form of ranges 
of probability distributions. The final prognostic scenarios 
are determined by an automated procedure including 
components of a search for analog years, rejection of low-
probability events, processing of regression relationships 
between the meteorological indices and flows in rivers, and 
refinement of their boundaries using the experts' estimations 
made with other models [32–35]. Due to the considerable 
global changes in the regional climate, the study does 
not consider the technique for the selection of optimal 

prognostic models based on the machine learning methods, 
which is related to the need to verify their efficiency based 
on both retrospective and forecast samples.

Figure 7 shows an example of three scenarios of water 
inflow into Lake Baikal, the Bratsk reservoir, and the entire 
Angara HPP cascade for the coming water year, which 
determines the boundaries of their changes by the total 
indices.

V. ModelIng results

Based on the long-term forecast scenarios of inflows 

Date Availablei
nflow, m3/s 

Flow 
through 

HPP, m3/s 

Level of 
Lake 

Baikal, 
m PS 

Water level 
near dam,  

m PS 

Level of the 
lower 
reach, 
m PS 

Live 
capacity of 
reserv., km3 

Gross 
head, m 

Capac. 
utilizat. 

factor, % 

Availab. 
power, 
MW 

Calc. 
average 

power, MW 

Calc. 
electricity 

output,  
mil. kWh 

01.05.2019 2900 1800 456.23 455.61 426.31 21.9 29 72 662.4 478 355 
01.06.2019 4900 1800 456.32 456.01 426.04 24.6 30 65 662.4 430 310 
01.07.2019 4800 1900 456.58 456.27 426.24 32.9 30 72 662.4 475 354 
01.08.2019 4100 2600 456.83 456.20 426.95 40.6 29 97 662.4 643 479 
01.09.2019 2900 2700 456.96 456.30 427.01 44.6 29 99 662.4 657 473 
01.10.2019 1200 2400 456.97 456.40 426.74 45.0 30 89 662.4 592 440 
01.11.2019 -120 1700 456.87 456.57 426.03 41.8 31 65 662.4 433 311 
01.12.2019 -180 1700 456.72 456.39 426.03 37.1 30 66 662.4 435 324 
01.01.2020 300 1700 456.56 456.20 426.03 32.0 30 65 662.4 433 322 
01.02.2020 390 1700 456.44 456.06 426.03 28.3 30 65 662.4 433 291 
01.03.2020 380 1800 456.34 455.85 426.15 25.1 30 68 662.4 452 336 
01.04.2020 900 1900 456.22 455.53 426.23 21.3 29 70 662.4 462 333 
01.05.2020 – – 456.14 – – 18.8 – – – – – 

  Average indices by season 
Summer 3470 2200 456.65 456.13 426.55 34.9 29.5 82 662 545 2410* 
Winter 280 1750 456.53 456.10 426.08 30.9 30.0 67 662 440 1920* 
Yearly  1870 1980 456.59 456.12 426.32 32.9 29.8 74 662 490 4330* 

 * – total indices 
 

Table 1. Operating conditions of the Irkutsk HPP (Lake Baikal) – average water availability scenario.

 Fig. 7. An example of three forecast scenarios of available 
water inflow into Lake Baikal (a), lateral inflow into the Bratsk 
reservoir (b) and total inflow into the Angara HPP cascade (c) 
for the 2019–2020 water year.

Fig. 8. Modeling of the levels of Lake Baikal, the Bratsk 
reservoir, and electricity output from the Angara cascade of 
hydropower plants for the 2019–2020 water year under different 
inflow scenarios.

 

http://esrj.ru/


Energy Systems Research, Vol. 2, No. 2, 2019N.V. Abasov, V.M. Nikitin, E.N. Osipchuk

15

into reservoirs, using the above system of models, the 
long-term operating conditions of individual hydropower 
plants and the entire Angara cascade were modeled. 

The study on the long-term HPP operation involved 
the determination of average monthly discharges through 
the hydrosystems, levels of upper and lower reaches, 
and live capacities of reservoirs at the beginning of each 
month. This provides more informed planning of operation 
of power generating companies and the System Operator 
in the coming water year, including summer and winter 
seasons. Depending on the long-term scenario of water 
availability, the calculated scenarios make it possible 

to assess the expected electricity output and the average 
used power from HPPs, other HPP operating parameters 
(head, capacity utilization factor), to form prospective 
energy balances in the energy system, and to determine the 
expected load of thermal power plants.

Tables 1, 2 and Fig. 8 present the results of modeling 
the long-term operation of the Irkutsk and Bratsk HPPs for 
the water management year 2019–2020 for the average 
water availability scenario characterized by the highest 
probability as of April 2019.

As can be seen from Fig. 8, under the high water 
availability scenario, for Lake Baikal there is a risk of 

 

Date 
Total 

inflow, 
m3/s 

Lateral 
inflow, 

m3/s 

Flow 
through 

HPP, m3/s 

Levels of 
reserv., 
m BS 

Level of the 
lower reach, 

m BS 

Live 
capacity of 
reserv., km3 

Gross head, 
m 

Capac. 
utilizat. 

factor, % 

Availab. 
power, 
MW 

Calc. 
average 
power, 
MW 

Calc. 
electricity 

output, 
mil. kWh 

01.05.2019 3400 1500 2200 395.78 295.87 18.0 101 45 4226 2018 1503 
01.06.2019 3700 2000 2200 396.46 296.24 21.2 101 45 4249 2045 1473 
01.07.2019 4100 2200 2600 397.24 296.39 25.0 102 53 4290 2383 1774 
01.08.2019 4800 2100 2700 398.06 296.43 29.0 103 55 4363 2491 1854 
01.09.2019 4200 1500 2700 399.16 296.44 34.6 103 56 4494 2536 1826 
01.10.2019 3200 900 2600 399.92 296.38 38.5 104 53 4500 2406 1781 
01.11.2019 2060 360 2600 400.27 296.39 40.4 104 54 4500 2445 1761 
01.12.2019 1950 250 2600 400.01 296.41 39.0 103 55 4500 2475 1841 
01.01.2020 1890 190 2600 399.67 296.43 37.2 103 56 4430 2512 1869 
01.02.2020 1860 160 2500 399.26 296.34 35.1 103 51 4381 2304 1549 
01.03.2020 1960 160 2500 398.97 296.19 33.6 102 52 4364 2362 1757 
01.04.2020 2500 600 2500 398.67 295.94 32.1 103 51 4397 2297 1654 
01.05.2020 – – – 398.68 – 32.2 – – – – – 

Average indices by season 
Summer 3900 1700 2500 397.77 296.29 27.7 101.8 51 4354 2310 10210* 
Winter 2040 290 2550 399.48 296.28 36.2 103.2 53 4429 2400 10430* 
Yearly  2970 990 2530 398.62 296.29 32.0 102.5 52 4391 2360 20640* 

 * – total indices  
 

Table 2. Operating conditions of Bratsk HPP – average water availability scenario.

Inflow 
scenario Average High Low 

HPP Irkutsk  
HPP 

Bratsk  
HPP Ust-Ilimsk HPP Boguchany  

HPP Angara Cascade Angara 
cascade 

Angara  
cascade 

         Value 
Date 

Average 
power 
(AP) 

Electricity 
output 
(EO) 

AP EO AP EO AP EO AP EO AP EO AP EO 

01.05.2019 478 355 2018 1503 1997 1483 1739 1299 6232 4640 5920 4263 5849 4211 
01.06.2019 430 310 2045 1473 2112 1521 1931 1389 6518 4693 6094 4533 6462 4818 
01.07.2019 475 354 2383 1774 2277 1694 1931 1436 7067 5257 6627 4770 7120 5126 
01.08.2019 643 479 2491 1854 2302 1713 1931 1436 7368 5482 7193 5354 7068 5259 
01.09.2019 657 473 2536 1826 2301 1658 1931 1389 7424 5346 7456 5546 7269 5411 
01.10.2019 592 440 2406 1781 2153 1594 1791 1325 6942 5141 7510 5405 7404 5330 
01.11.2019 433 311 2445 1761 2105 1516 1720 1239 6702 4826 7033 5208 6964 5155 
01.12.2019 435 324 2475 1841 2132 1587 1735 1291 6777 5043 7693 5539 6065 4366 
01.01.2020 433 322 2512 1869 2169 1614 1759 1309 6872 5114 7749 5764 6125 4557 
01.02.2020 433 291 2304 1549 2241 1506 2005 1347 6982 4693 7448 5542 6223 4628 
01.03.2020 452 336 2362 1757 2272 1690 2023 1505 7108 5288 7967 5353 6325 4249 
01.04.2020 462 333 2297 1654 2283 1644 2049 1475 7091 5105 7944 5911 6443 4793 

Average (MW) and total (million kWh) indices by season  

Summer 545 2410 2310 10210 2190 9660 1875 8270 6930 30560 6800 29870 6860 30160 
Winter 440 1920 2400 10430 2200 9560 1880 8170 6920 30070 7640 33320 6360 27750 
Yearly  490 4330 2360 20640 2190 19220 1880 16440 6920 60630 7220 63190 6610 57900 

 

Table 3. Power (MW) and electricity output (million kWh) from the Angara HPP cascade under different inflow scenarios.
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exceeding the top of conservation pool (457 m PS) by 
10 cm, accompanied by increased flows  through the 
hydrosystem and idle discharges (up to 500 m3/s). The 
other HPPs of the Angara cascade will have quite favorable 
conditions for operation, which do not violate the current 
rules of regulation under all water availability scenarios in 
the considered period. Under average water availability, all 
reservoirs, except for the Bratsk one, can be filled up to 
the levels close to the top of the conservation pool. The 
available storage capacity of the Bratsk reservoir increases 
by 14–20 km3 (the last value – for the scenario of high 
water availability) and for the first time in recent years it 
is possible to provide the reserves of long-term cascade 
regulation which will increase the overall stability of the 
water and energy system operation.

Table 3 shows the estimated electricity and power 
output from the Angara cascade under different inflow 
scenarios. The average winter power of the cascade in the 
case of average water availability will be 6900 MW, under 
high – 7600 MW, and under low – 6300 MW. The estimated 
annual electricity output is 60600, 63200 and 57900 million 
kWh, respectively. Thus, depending on the expected water 
availability conditions in the coming period, the range of 
changes in the average winter power of the Angara HPP 
cascade in the considered period can amount to 1300 MW, 
and electricity output – to 5300 million kWh.

After updating the expected water availability indices 
in the first ten-day period of September, given the actual 
hydrological situation in the Angara and Lake Baikal 
basins, the achieved marks of reservoir filling, forecast of 
the Meteorological Office for September and the data of 
the global climate model, the most probable scenario of 
inflow for the upcoming autumn-winter and spring season 
(till May 1 of the next year) can be formed and, on its 
basis, proposals on efficient operating conditions of the 
Angara HPP cascade can be prepared. These proposals can 
be used by the System Operator to make up (specify) the 
prospective energy balances of power and electricity and to 
plan the load of thermal power plants in the electric power 
system of Siberia.

VI. conclusIon

The proposed system of models makes it possible to 
comprehensively study the efficient use of water resources 
of the Angara basin and to estimate long-term operating 
conditions of the Angara HPP cascade, given the water 
and energy requirements, as well as the impact of natural, 
climatic and socio-economic factors. 

The disadvantage of the modeling methodology based 
on the long-term forecast water availability scenarios is 
the probabilistic nature of quantitative estimations. Since 
it is so far impossible to uniquely make the long-term 
water availability forecasts for more than 10 days ahead, 
it is additionally planned to develop a special method 
of "adaptive management" to improve the efficiency of 
decisions to be made. This method will be aimed at selecting 

the management of water flows through hydropower 
plants, minimizing the risks for each estimated period with 
periodic (monthly) adjustment of long-term scenarios in 
the case of significant changes in their probabilities. 

The majority of modern methods designed to manage 
the long-term HPP operation (for the period of more than 
3 months) are based on the statistical information of the 
previous period and do not use other prognostic inflow 
indices. This leads to a decrease in the efficiency of the 
HPP operation and an increase in the risk of violating 
the requirements of water users, especially in low-water 
and high-water periods. In this regard, given the global 
and regional climate change in the basins of the Angara 
river and Lake Baikal in the last two decades, it appears 
important to build the periodically updated hydrological 
statistics of various duration.

The developed structure of the HPP operation metamodel 
includes the knowledge base of the model components 
and the procedure for the synthesis of individual models. 
This allows a comprehensive study of the HPP cascade 
operation, taking into account different approaches, both 
traditional (based on the reservoir operating curves) and 
new ones (considering the data of global climate models), 
which improves the quality of decisions to be made.

The use of the system of models to assess the long-term 
operating conditions of the Angara cascade of hydropower 
plants makes it possible to identify possible risks in the 
operation of the water management system of the Angara 
basin and the electric power system of Siberia in advance.
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Abstract — This paper presents an algorithm developed 
and implemented in software to calculate the normal 
steady state of an electrical network based on 
jointly solving a system of the nodal power balance 
equations using the Newton – Raphson method and 
the heat balance equation for overhead conductors. 
The algorithm allows considering the resistance of 
overhead conductors as a function of the magnitude 
of current in the conductors of various voltage levels 
based on the calculation of their temperature. The 
improved expressions for determining the coefficients 
of the heat balance equation for a conductor are 
obtained subject to the actual environment parameters 
(atmospheric pressure, air temperature, etc.), which 
were calculated by V.V. Burgsdorf and recommended 
by the regulatory documents for normal values of air 
parameters. Consideration of the actual temperature of 
overhead conductors also allowed improving the value 
of the conductor sag in the span and expanding a set 
of inequality constraints in the calculation of feasible 
steady states of electrical networks.
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components.
The current conditions of electrical network operation 

give rise to new information opportunities for improving 
the accuracy of mathematical description of network 
components.

One of the directions for improvement of the models 
of the electrical network components and, as a result, the 
parameters of its steady states is to consider the influence 
of the actual temperature of overhead conductors on 
the parameters of network components. The conductor 
resistance and sag in the span are highly sensitive to 
changes in the conductor temperature.

The temperature and resistance of conductors are 
known to depend on their current load and a number of 
environment parameters, such as wind speed and direction, 
air temperature and pressure, and solar radiation intensity. 
This dependence can be represented by the conductor 
heat balance equation. Dependence of the conductor sag 
on temperature can be represented by the conductor state 
equation.

Most present-day software for the calculation of 
electrical network steady states does not include the heat 
balance and conductor state equations [11, 36, 39, 40, 51-
55, 66, 67] The temperature of overhead conductors in them 
is often set equal to either the normalized value of 20°C or 
the air temperature [1, 5, 10, 16] This simplification makes 
it impossible to consider the actual temperature condition 
of conductors and results in erroneous determination of the 
steady state parameters of electrical networks.

At the same time, numerous theoretical [2,6-8,10,12-
14,43,44,59-62,64,65] and practical [3,17-22,45-48] 
methods have been developed to determine the conductor 
parameters with varying degrees of accuracy subject to 
the actual temperature condition. Moreover, in most cases, 
these methods are not considered in the existing algorithms 
for steady state calculation.

Note the method described in [2], in which a quadratic 
approximation of the conductor heat balance equation is 
applied to determine the conductor temperature, and the 
approximation coefficients must be determined for each 

I. IntroductIon

The current conditions of electrical network operation 
give rise to new information opportunities for improving 
the accuracy of mathematical description of network 
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specific value of air temperature changing in a wide 
range. In this case, a large array of the coefficients for 
each conductor brand must be stored and processed in the 
computer memory, which is irrational from the software 
point of view.

Expressions and, for some conductors, available 
numerical values of the adjusting coefficients to the 
heat balance equation, which are difficult to determine 
due to the complexity of considering many unstable 
natural factors such as the degree of air pollution, the 
angles of sun rays slope and wind attack, the duration 
of sunny and cloudy weather, etc., are proposed in 
[3,6-9,12-15,27-34,49,50,59-62,64]

When determining the conductor sag in the span, in most 
cases its temperature in the state equation is also taken into 
consideration approximately. It is either set by a required 
value, or equated to the air temperature [3,7,14,32,37]

At present, the algorithms for calculating normal steady 
states in 0.4-110 kV distribution networks, given the actual 
temperature of overhead conductors, which is determined 
by numerically solving the heat balance equation as in 
[3], are proposed only in [7,13,63] Due to the topological 
features of distribution networks, the algorithms have 
simplifications and a limited area of application. Their 
application to networks of higher voltage classes requires 
consideration of a number of additional factors analyzed in 
the proposed paper.

There is also no known algorithm, besides the one 
developed by the authors of this paper, for calculating the 
feasible steady state of an electrical network, which takes 
into account the conductor sag in the span along with other 
parameters of overhead conductors.

This paper presents an algorithm implemented in the 
software for calculating the normal steady states of electrical 
networks of different voltage classes. The algorithm was 
developed by jointly solving a system of nodal power 
balance equations, which is the heart of the algorithm 
[40,42], and the conductor heat balance equation, which 
was solved analytically by the Newton method [23-26] We 
also propose an algorithm for calculating the feasible steady 
states of electrical networks by jointly solving the normal 
steady state equations and the conductor state equation, 
which is accurately solved by Cardano's formulas [38]

For the first time in the practice of calculating the 
feasible steady states, the conductor sag in the span is 
considered as an additional inequality constraint imposed 
on the steady state parameters, which allows expanding the 
list of “traditional” inequality constraints and increasing 
the calculation accuracy of steady feasible, optimal and 
heavy states of power systems, when it is necessary to 
calculate the state variables as accurately as possible.

The proposed algorithms for calculating the steady 
states of electrical networks are implemented in the certified 
software SDO-7 (developed at Melentiev Energy Systems 
Institute of SB RAS) [41] and have been extensively tested 
on some overhead transmission lines and calculation 

schemes of real power systems of various sizes in the 
Irkutsk region [25, 38,56,58]

II. Methodology for calculatIng steady state of 
an electrIcal network

1. Determination of temperature and resistance of 
overhead conductors 

The unit resistance of an overhead conductor subject to 
its temperature Tcon is determined by the known expression:

 )]([
)()

20T1rr conT200conT(0
-×+×= a   (1)

where  
)(200T r,a  is the temperature coefficient of 

conductor resistance and its unit resistance at Tcon = 20°C.
The algorithm for calculating Tcon suggests analytically 

solving the algebraically transformed “traditional” 
nonlinear quadratic equation of the conductor heat balance, 
which is recommended by the regulatory documents [9].

The algorithm for calculating Tcon suggests analytically 
solving the algebraically transformed “traditional” 
nonlinear quadratic equation of the conductor heat balance, 
which is recommended by the regulatory documents [9]:
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,   conk dW ××= n1.12, conk dW ××= n55.03,   
is the convective heat transfer coefficient at a wind 
speed of v < 1.2 m/s, v ≥ 1.2 m/s and the wind direction 
perpendicular to the conductor, at v ≥ 1.2 m/s and 
the wind direction along the conductor, respectively, 

 )m/(W °С×   conПr dqQ ×××= e100  is the solar radiation 
power,  )m/(W °С× ; dcon is the conductor diameter, cm; 

 Пe  is the absorption coefficient equal to the radiation 
coefficient  6.0== beП ; q is the mean monthly total 
(direct plus reflected) solar radiation power taken on the 
basis of the observed data of meteorological stations,  
W/cm2, or, in the case of their absence, assigned equal to 

  ][ 07,0;0q = 2/ cmW  in the winter and summer periods.
As a result of algebraic transformations 

and replacement of the variables in expression  
(2):  )Z3(UI ijijij ×= , where Zij, Uij is the impedance 
and the voltage drop magnitude in a conductor that is equal 
to the magnitude of difference in the vectors of nodal voltages 

 ji UU - , Ohm, V, respectively; the initial quadratic 
equation (2) of form  )()( n,Q,T,TfTI rвconconij =  

,
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is transformed into the sextic equation of form 
 )( вrвijвcon Р,,Q,T,UfTTT nD =-= , which shows the 

dependence of difference in conductor and air temperatures 
on the conductor voltage drop and actual environment 
parameters.

It is worth noting that the environment parameters 
additionally include the actual value of atmospheric 
pressure that differs from its standard value equal to 
Pв=760 mm Hg, traditionally applied in the regulatory 
documents [9] 

The current atmospheric pressure value can be taken 
into account by the mathematical transformation of the 
criterion equations of convective heat exchange, which 
are the basis for determining the convective heat transfer 
coefficient in the conductor heat balance equation 
[27,29,35,36], given their actual value of Pв ≠ const

In the expanded form, the transformed heat balance 
equation is the transcendent and algebraic equations (3), 
(4) for a wind speed v < 1.2 m/s and v ≥ 1.2 m/s with its 
direction perpendicular to the conductor: 
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The other coefficients in (3), (4) are the same and 
determined as follows:
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inductive impedance of a conductor, Ohm/m

At a wind speed of v > 1.2 m/s with its direction along 
the conductor, the coefficient g1 in (4) is replaced with g2, 
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Expressions (3), (4) are the higher-order equations 
and solved by the Newton method with the low required 

accuracy equal to  9T 10-=Dx  given in advance.
The experimental MAPLE-program was used to 

investigate the structure and properties of the coefficients, 
roots and first derivative of the equations for a number of 
conductors of various brands. 

The performed studies have showed that the 
transcendent equation (3) has five roots at any combinations 
of its parameters Uij, Tв, Qr, v, Pв, , the algebraic equation 
(4) has six roots. At all the combinations of the parameters, 
both equations have the only positive real root that has 
a physical meaning and is accepted as the solution. The 
results of the studies are presented in Paragraph III.1.

2. Determination of the conductor sag and length in the 
span of an overhead line

For the first time, the algorithm for determination of 
mechanical parameters of overhead line conductors (the 
sag and length of conductors in the span) involves solving 
the conductor state equation analytically as distinct from 
other known algorithms suggesting solving it numerically: 

 (5) 
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where α, E are the temperature coefficient of the linear 
expansion of conductor material, degrees-1 and modulus 
the conductor elasticity, Pa, whose values are taken in 
accordance with the data of reference books; l ≠ lcon, where 
l, lcon are the span length and the conductor length in the 
span, m.

The parameters with the subscript “m” in expression 
(5) correspond to the known initial climatic conditions, 
according to which the conductor is affected by the 
highest permissible tension  permm σσ = . The conductor 
temperature is taken equal to the lowest air temperature of 
Tcon,m = Tв,m = -40°C, there are no wind and icy spots. The 
conductor is affected by its own weight of  1m gg = . The 
values of  ,   permσ 1g  are taken in accordance with the data 
of the regulatory documents.
The parameters with the subscript “n” correspond to the 
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design climatic conditions, under which there are no icy 
spots,  m/s, .  2.1£n 1n gg =  The conductor temperature 
is not equal to the air temperature Tcon,m = Tв,m and is 
determined by solving the conductor heat balance equation 
during power flow calculation.

Equation (5) is cubic with respect to σn and solved by 
Cardano’s formulas, whose application makes it possible to 
obtain an accurate solution by meaпs of simple arithmetic 
operations: add, subtract, multiply, divide. 

The structure and properties of equation (5) were 
studied by the example of a number of conductors of 
various brands using the experimental MAPLE-program. 
As a result of the studies, the equation for any combinations 
of its parameters proved to have a positive discriminant and 
three roots. In this case, in accordance with [57], among 
the roots of the equation there is one real root that has a 
physical meaning, which is taken as the solution. 

After equation (5) is solved and σn is determined, the 
conductor sag and its length in the span are determined 
from expressions (6):

, .  (6) 
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The experimental program was also applied to study the 
influence of the actual temperature of overhead conductors, 
which was taken into account in the state equation, on the 
conductor sag and its length in the span. 

The findings indicate that adjustment of the sag, 
in comparison with the situation, when the conductor 
temperature in the equation was taken equal to the air 
temperature, is sizable and can exceed 30%. Adjustment of 
the conductor length in the span does not exceed 1% and 
can be neglected. The results of the studies are described 
in Paragraph III.2.

3. An algorithm for calculating the normal steady state 
of an electrical network

The conductor heat balance equation (2) included in the 
“traditional” algorithm for calculating the normal steady 
state of an electrical network as one of the additional 
points improves the accuracy of determining electrical 
parameters of overhead line conductors: their temperature 
and resistance, and hence, the steady state parameters of an 
electrical network.

To do this, in the proposed calculation algorithm, the 
Jacobian matrix elements should be adjusted by inclusion 
of additional components, which are a derivative of the 
implicit function of the conductor resistance with respect 
to the steady state parameters (nodal voltage magnitudes 
and phases):

  (7) 
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where s is the branch containing an overhead line conductor. 
Expression (7) is a derivative of the conductor heat balance 

equation with respect to the steady state parameters. 
The proposed improved algorithm for calculating the 

normal steady state of an electrical network differs from 
its “traditional” version in two new additional blocks: 
determination of the temperature and resistance of overhead 
line conductors by analytically solving the conductor heat 
balance equation (2) and calculation of the derivative of 
the conductor resistance with respect to the steady state 
parameters (7).

4. An algorithm for calculating the feasible steady state 
of an electrical network

The conductor state equation (5) included in the 
"traditional" algorithm for calculating the feasible steady 
state of an electrical network increases the accuracy of 
determining the mechanical parameters of overhead 
conductors: the conductor sag and its length in the span, as 
well as the feasible steady state parameters of an electrical 
network.

To determine the feasible steady state, the proposed 
algorithm must take into account the conductor sag as an 
additional inequality constraint imposed on the steady state 
parameters Us: 

  (8) 
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where  maxs,,mins, ff  are the minimum and maximum sag 
values. 

For the functional relation ƒs(Us), it is also necessary 
to determine the derivative of the complex function of 
equation (5) at each iteration of feasible steady state 
calculation:

,  (9) 

 
s

n,con

n,con

s

s

s

U

T

T

f

U

f

¶

¶
×

¶

¶
=

¶

¶

where the first multiplier is the derivative of the explicit 
function  )( ,nconn Tσ  of expression (5), the second multiplier 
is the derivative of the explicit function  )U(r s)n,conT(0  

of the equation of the conductor heat balance (2) that is 
determined in the calculation of the normal steady state.

The developed algorithm for calculating the feasible 
steady state differs from its “traditional” version in 
three additional blocks: calculation of the normal steady 
state of electrical networks in accordance with the 
algorithm described in paragraphs 1-3, determination of 
the mechanical parameters of overhead conductors by 
solving the conductor state equation (5) and inclusion of 
the complex function derivative of the conductor sag with 
respect to the steady state parameters (9).

III. testIng the approaches and algorIthMs

1. A numerical study on the properties of the conductor 
heat balance equation

The properties of the conductor heat balance equation 
were studied for some conductor brands. 

Table 1 presents the values of the equation 
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roots that were calculated for the АС-120/27 
conductor at the following environment parameters: 

 , ,  m/s and  m/s  °С20Tв = 0Qr = 2.1£ν 5ν =  with 
the wind direction perpendicular to the conductor. In the 
calculations, the conductor length was taken equal to  
lij = 2000 m, the current load corresponded to the maximum 
permissible value of Icon, perm = 375 A the table presents the 
values of the conductor linear voltage that correspond to 
Icon, perm at v ≤ 1.2 m/s and v = 5 m/s. The equation roots 
selected as a solution are given in bold type. 

Similar calculations performed for some other 
conductors of various brands at different combinations of 
currents (voltage drop) in the conductors and environment 
parameters have showed that the number and structure of 
the equation roots, as well as the nature of the relations 
themselves are preserved at any combinations of the 
parameters studied. In this case, the equations have a real 
solution at the conductor overcurrent equal to .

2. Impact of the actual temperature of conductors on 
their mechanical parameters 

The impact of the actual temperature of overhead 
line conductors, which is taken into consideration in the 
conductor state equation  ,  )( вn,con TT ¹  on the values of the 
calculated mechanical parameters: ƒ and lnp in comparison 
with the “traditional” situation when Tcon = Tв is shown 
in table 2 by the example of the АС-150/19 conductor. 

The calculations were performed on the assumption of 
no-wind conditions and absence of icy spots: v < 1.2 m/s,  
γn = γ1, at an air temperature of Tв = 20°C and a span length of  
l = 300 m. The conductor temperature, which was 
preliminarily determined by solving the heat balance 
equation, changed in a range of Tcon,n,i = (30, 40, 50, 60, 70)°C.

The Table presents the improved mechanical parameters 
Δƒ, Δl of the conductor as a result of the adjustment of its 
temperature from Tcon,n = Tв = 20°C to Tcon,n = Tcon,n,i.

The data of the Table show that at the maximum 
overheating of the АС-150/19 conductor above the 
air temperature from Tcon,n,i = Tв = 20°C to the value 
that is maximum permissible in terms of heating  
Tcon,n,i = 70°C, the conductor sag improvement reaches  
Δƒ = 108 cm = 34.5%.

The adjustment of the conductor length in the span is 
negligible and is equal to Δl = 7 cm = 0.02%.

3. Testing of the algorithm for calculating the normal 
steady state of an electrical network

The improved algorithm for calculating the normal 
steady state of an electrical network, which takes into 
consideration the analytically solvable equation of the 
conductor heat balance, was tested on 10 real electrical 
networks of various dimensions in the Irkutsk Region. 
For testing, the results of two options of calculations 
were compared for each considered scheme: at a constant 
conductor temperature equal to the air temperature and 
the conductor temperature obtained by solving the heat 
balance equation. The calculation schemes had different 
current loads of overhead lines, which made it possible to 
divide them into two groups - heavily loaded and lightly 
loaded. The values of the conductor temperature for the 
two calculation options and the total active power losses 
were compared for each scheme in the first or second 
group.

The values of the conductor temperature and the 
total active power losses were compared for the air 
temperature ranging from -20°С to +40°С. The results 
of numerous calculations are compiled in Table 3, 
with indication of the conductor overheating values 
ΔT calculated as a difference in the conductor and air 
temperatures, the values of relative total active power 

losses %, where ,   100
-

1

12

p

pp
pDd = 1p 2p  are the total 

active power losses in the first and second options, as well 

as the impact of distribution of overhead line parameters 

Table 1. Roots of the heat balance equation for the АС-120/27 conductor at Icon, perrm =375A.

, m/s V Values of equation roots ,°С ,°С 

1.2 709.11  66.59 

5 684.25 
 

31.53 

 

ν ,ijU TD TTT вcon D+=

£ j443.94277.51j1232.6;123.41; ±-±-46.59

=
j1367,55189.07j443.64;243.25

2161.16;;

±±-

- 11.53

Table 2. Mechanical parameters of the АС-150/19 conductor 
versus its temperature.

°С 

 

 

cm 
10 16 0.62 
20 35 1.39 
30 56 2.34 
40 80 3.51 
50 108 6.97 

 

,TT
T

вin,,con -

=D
,ff

f

вTi,n,прT
-

=D

cm

,
l

вTi,n,прT
ll -

=D

Table 3. Values of the conductor temperature and overheating, 
relative total active power losses.

Conditions 
 

Heavily 
loaded 

 

Lightly 
loaded 

 

D of OLP, 

 

D of OLP, 

 

1 2 3 4 5 

, °С 62.9-95.5 40-62.9 - - 

, °С 41.9-75.5 10-37.9 - - 

, % 10.1-35.3 0.2-3 1.48-3.71 2.76-6.78 

 

0Qr = 0Qr ¹

conT
TD
pDd
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(D of OLP) by length on the total active power losses.
The table shows that the improvement (correction) of 

the total active power losses owing to the consideration of 
the conductor temperature varies in a wide range of the 
values and depends on the environment parameters and the 
current load of conductors.

The total power losses are improved most effectively 
in the case of the overcurrent of conductors, whose 
temperature is Tcon = (62,9 - 95,5)°C, and the overheating 
ΔT above the air temperature is within a range of  
ΔT = (41,9 - 75,5)°C. In this case, the improvement in the 
total active power losses is 10.1-35.3%.

The temperature of lightly loaded conductors does not 
exceed Tcon = 62,9°C, and the improvement in losses is 3%.

The impact of the distribution of electrical parameters 
of overhead lines (D of OLP) and the distribution of the 
conductor temperature by length of overhead lines on 
power losses was assessed by dividing the overhead lines 
up to 300 km long into shorter sections (columns 4,5 of 
Table 3).

The impact of the division of the overhead line 
supplying one load was studied with and without regard to 
solar radiation . 

The losses were calculated for the overhead line divided 
into 2, 4, 8, 16 identical sections, each of which was 
modeled by the U-shaped equivalent circuit. The obtained 
total losses were compared with the losses calculated 
without division.

As follows from the table 3, the line division into 
sections decreases the total power losses. For 16 sections, 
the reduction was 6.78% with regard to solar radiation, and 
3.71% without regard to solar radiation (Qr = 0, Qr ≠ 0).

The analysis of the presented findings shows that 
consideration of the actual temperature of overhead 
conductors makes it possible to significantly improve the 
calculation results of network steady states.

The analysis of the proposed improved algorithms 
has showed their performance. Users of the algorithms 
should only add data on the environment parameters and 
the overhead conductor parameters that are included in the 
heat balance and conductor state equations.

IV. conclusIon

The conducted studies made it possible to solve an 
important scientific and technical problem of increasing 
the accuracy of modeling steady states of an electrical 
network and modeling an overhead line, which is one of its 
main elements. The problem was solved by the improved 
algorithms for calculating steady states, which involved the 
determination of electrical and mechanical parameters of 
overhead line conductors, such as conductor temperature, 
resistance, and sag in the span. The electrical and 
mechanical parameters were determined by the improved 
algorithms for solving the heat balance and conductor state 
equations.

The performance of the proposed approaches was 

verified by their testing via the experimental programs 
and the SDO-7 program. The numerical results of testing 
confirm the efficiency of the developed algorithms.
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Abstract — The objective of this paper is to develop an 
analytical framework for interpretation of locational 
marginal prices (LMPs) in multi-period power markets 
with intertemporal ramping, limited energy, and energy 
storage constraints. Previous research dedicated to the 
techniques for decomposition of LMPs explicitly shows 
their formation as a spatial structure of components 
due to power flow, transmission and voltage constraints. 
In contrast to the traditional point of view, this study 
proposes formulae for discussing a temporal LMP 
structure, where LMPs are obtained as Lagrange 
multipliers for nodal real power balances in a multi-
period AC optimal power flow (OPF) problem. In the 
beginning, marginal resources are discussed. It is shown 
that an energy resource with unbounded output at 
a specific time period may not be marginal. Then, the 
resources that actually form LMPs in the energy system 
are determined. The study shows that not all marginal 
resources directly affect LMPs. Finally, the dependence 
of LMPs on marginal resources from different time 
periods is considered. It is shown that binding ramping 
constraints lead to "cardiogram" curves of LMPs, while 
limited energy and energy storage constraints smooth 
them out and are used to form LMPs based on the 
overall price situation in specific time periods. The 
aim of the methodology is not to determine LMPs but to 
identify contribution of particular constraints that affect 
their formation. The methodology has been tested on the 
IEEE-30 energy system extended with a daily load profile 
for a day-ahead market with a full AC OPF model.

Index Terms — Locational marginal prices, multi-period 
power market, ramping rates, energy storage.

___________________________________________________

* Corresponding author.
E-mail:  tatiana.vaskovskaya@gmail.com

http://dx.doi.org/10.25729/esr.2019.02.0003 
Received June 21, 2019. Revised July 07. 
Accepted Sept. 03, 2019. Available online Novenber 15, 2019.

This is an open access article under a Creative Commons 
Attribution-NonCommercial 4.0 International License.

© 2019 ESI SB RAS and authors. All rights reserved.

NomeNclature

Sets and indices: 
𝑔𝑔 ∈ 𝒢𝒢 Generators 
𝑑𝑑 ∈ 𝒟𝒟 Demands 
𝑖𝑖 ∈ 𝒩𝒩 Nodes 

 𝑠𝑠 ∈ 𝒮𝒮 Storage resources including generating 
𝑔𝑔 = 𝑠𝑠 and demanding 𝑑𝑑 = 𝑠𝑠 resources 

𝑟𝑟 ∈ ℛ Different resources like generators, 
demands, or storage 

𝑡𝑡 ∈ 𝒯𝒯 Time periods 
𝑡𝑡+,-., Initial time period (𝑡𝑡+,-., ∉ 𝒯𝒯) 
𝑡𝑡234 Last time period 𝑡𝑡234 ∈ 𝒯𝒯 

 Parameters: 
𝐸𝐸", 𝐸𝐸" Maximum and minimum energy limits 

for generator 𝑔𝑔 (MWh) 
𝐶𝐶",&, 𝐶𝐶',&	 Offer cost of generator or storage 𝑔𝑔 and 

bid cost of demand or storage 𝑑𝑑 at time 
period 𝑡𝑡 (rub/MWh) 

𝑅𝑅",, 𝑅𝑅"-	 Maximum ramp-up and ramp-down rates 
for generator 𝑔𝑔 

𝑃𝑃', 𝑃𝑃' Maximum and minimum real power 
output levels for demand or storage 𝑑𝑑 
(MW) 

𝑃𝑃", 𝑃𝑃" Maximum and minimum real power 
output levels for generator or storage 𝑔𝑔 
(MW) 

𝑆𝑆𝐶𝐶0, 𝑆𝑆𝐶𝐶0 Maximum and minimum state of charge 
levels for storage 𝑠𝑠 (MWh) 

𝑄𝑄',& Reactive power demand 𝑑𝑑 at time period 
𝑡𝑡 (MVAr) 

𝑄𝑄", 𝑄𝑄" Maximum and minimum reactive power 
output levels for generator or storage 𝑔𝑔 
(MVAr) 

𝜂𝜂0 ≤ 1 Storage 𝑠𝑠 storing efficiency 
𝜂𝜂' ≤ 1 Storage 𝑑𝑑 charging efficiency 
𝜂𝜂" ≥ 1 Storage 𝑔𝑔 discharging efficiency 
Δ𝑡𝑡 Time period duration (hr) 

 

Sets and indices: 
𝑔𝑔 ∈ 𝒢𝒢 Generators 
𝑑𝑑 ∈ 𝒟𝒟 Demands 
𝑖𝑖 ∈ 𝒩𝒩 Nodes 

 
  
𝑠𝑠 ∈ 𝒮𝒮 Storage resources including generating 

𝑔𝑔 = 𝑠𝑠 and demanding 𝑑𝑑 = 𝑠𝑠 resources 
𝑟𝑟 ∈ ℛ Different resources like generators, 

demands, or storage 
𝑡𝑡 ∈ 𝒯𝒯 Time periods 
𝑡𝑡/0120 Initial time period (𝑡𝑡/0120 ∉ 𝒯𝒯) 
𝑡𝑡678 Last time period 𝑡𝑡678 ∈ 𝒯𝒯 

 
Parameters: 
𝐸𝐸:, 𝐸𝐸: Maximum and minimum energy limits 

for generator 𝑔𝑔 (MWh) 
𝐶𝐶:,0, 𝐶𝐶8,0	 Offer cost of generator or storage 𝑔𝑔 and 

bid cost of demand or storage 𝑑𝑑 at time 
period 𝑡𝑡 (rub/MWh) 

𝑅𝑅:?, 𝑅𝑅:@	 Maximum ramp-up and ramp-down rates 
for generator 𝑔𝑔 

𝑃𝑃8, 𝑃𝑃8 Maximum and minimum real power 
output levels for demand or storage 𝑑𝑑 
(MW) 

𝑃𝑃:, 𝑃𝑃: Maximum and minimum real power 
output levels for generator or storage 𝑔𝑔 
(MW) 

𝑆𝑆𝐶𝐶/, 𝑆𝑆𝐶𝐶/ Maximum and minimum state of charge 
levels for storage 𝑠𝑠 (MWh) 

𝑄𝑄8,0 Reactive power demand 𝑑𝑑 at time period 
𝑡𝑡 (MVAr) 

𝑄𝑄:, 𝑄𝑄: Maximum and minimum reactive power 
output levels for generator or storage 𝑔𝑔 
(MVAr) 

𝜂𝜂/ ≤ 1 Storage 𝑠𝑠 storing efficiency 
𝜂𝜂8 ≤ 1 Storage 𝑑𝑑 charging efficiency 
𝜂𝜂: ≥ 1 Storage 𝑔𝑔 discharging efficiency 
Δ𝑡𝑡 Time period duration (hr) 

Optimization variables: 
𝑆𝑆𝐶𝐶/,0 State of charge for storage 𝑠𝑠 at time 𝑡𝑡 

(MWh). 
𝑃𝑃:,0, 𝑃𝑃8,0 Real power output levels for generator or 

storage 𝑔𝑔 and demand or storage 𝑑𝑑 at 
time period 𝑡𝑡 (MW). 

𝑄𝑄:,0 Reactive power output levels for 
generator or storage 𝑔𝑔 at time 𝑡𝑡 (MW). 

𝑋𝑋0 Vector of voltage phases and magnitudes 
at time 𝑡𝑡 (deg, p.u.) 

http://esrj.ru/
mailto:tatiana.vaskovskaya%40gmail.com?subject=
http://dx.doi.org/10.25729/esr.2019.02.0003
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𝑄𝑄",$ Reactive power output levels for 
generator or storage 𝑔𝑔 at time 𝑡𝑡 (MW). 

𝑋𝑋$ Vector of voltage phases and  
magnitudes at time 𝑡𝑡 (deg, p.u.) 

 Dual variables: 
𝜆𝜆"#$%& Vector of Lagrange multipliers 

associated with nodal power balance 
constraints for real (which define 
LMP) and reactive power at time 
period 𝑡𝑡. 

𝜆𝜆""(, 𝜆𝜆"*( Vector of Lagrange multipliers 
associated with transmission and 
voltage constraints at time period 𝑡𝑡 

𝜈𝜈,,"- , 𝜈𝜈,,".  Lagrange multipliers associated with 
intertemporal ramping constraints for 
generator 𝑔𝑔 at time period 𝑡𝑡 

𝜈𝜈,
0, 𝜈𝜈,0 Lagrange multipliers associated with 

intertemporal limited energy 
constraints for generator 𝑔𝑔 

𝜈𝜈1," Lagrange multipliers associated with 
storage 𝑠𝑠’ state of charge at time 
period 𝑡𝑡 

𝜋𝜋,(%),", 𝜋𝜋,(%)," Lagrange multipliers associated with 
maximum and minimum active 
power output levels 

𝜋𝜋1,"
67, 𝜋𝜋1,"67 Lagrange multipliers associated with 

state of charge constraints for storage 
𝑠𝑠 at time period 𝑡𝑡 

Other variables: 
𝐵𝐵9 Cost component of resource 𝑗𝑗 

(storage 𝑠𝑠 or other resources) in the 
social benefit function. 

𝐽𝐽"#$%&, 𝐽𝐽""(, 𝐽𝐽"*( Jacobian matrices in respect to 
voltage phases and magnitudes 𝑋𝑋 for 
nodal power balance, transmission, 
and voltage constraints at time period 
𝑡𝑡 

Δ𝜆𝜆"
>, Δ𝜆𝜆""(, Δ𝜆𝜆"*( LMP components at time period 𝑡𝑡 

due to power flow, transmission and 
voltage constraints. 

 

Other variables: 
𝐵𝐵" Cost component of resource 𝑗𝑗 

(storage 𝑠𝑠 or other resources) in the 
social benefit function. 

𝐽𝐽&'()*, 𝐽𝐽&&,, 𝐽𝐽&-, Jacobian matrices in respect to 
voltage phases and magnitudes 𝑋𝑋 for 
nodal power balance, transmission, 
and voltage constraints at time period 
𝑡𝑡 

Δ𝜆𝜆&
2, Δ𝜆𝜆&&,, Δ𝜆𝜆&-, LMP components at time period 𝑡𝑡 

due to power flow, transmission and 
voltage constraints. 

 
I. INtroductIoN

Decentralized electricity sectors in many parts of the 
world allowed raising competition among owners of power 
generating equipment. Nodal pricing of electricity through 
locational marginal prices (LMPs) gives incentives to safely 
manage an energy system characterized by congestion and 
dependence on detached behavior of different stakeholders 
[1, 2]. Being one of the most powerful tools of congestion 
management, LMPs are implemented in many electricity 
markets all over the world, including Russia, the United 
States, New Zealand, Singapore, etc.

The LMP at a particular node is defined as a response of 

the system in the form of an increased cost called marginal 
cost to an incremental increase in a demand at that 
particular node while respecting all the security constraints 
of the system. Disparate locations of nodes lead to different 
marginal costs due to distinctive losses, diverse influence 
of transmission and other constraints. 

There has been a very significant research effort 
undertaken internationally since the 1990s to understand 
how LMPs are derived, how to interpret and decompose 
them as understandable components. A classical 
approach allows decomposing each LMP into energy, loss 
and congestion components [3, 4, 5]. This approach is 
still viable in present days but needs to reflect the greater 
perception of the role of marginal generators [6, 7].

Generation scheduling meets different multi-period 
constraints, the most known of which are limited energy, 
energy storage and ramping constraints. 

Traditional energy storage systems imply hydropower 
reservoir systems [8, 9], which could include either 
common or pumped-storage hydro plants. Water reservoir 
constraints are controlled during daily hydrothermal 
generation scheduling [10, 11]. Similar to limited energy 
hydro power plants, some thermal power plants need to be 
rescheduled while meeting fuel constraints [12].  

Pumped hydro energy storage provides various services 
and contributions to the power system including load 
leveling, maintenance of voltage and stability in a system, 
generating capacity, etc.  Using pumped hydro energy 
storage allows reduction in overall energy system costs 
and CO2 emissions. Currently, the co-use of pumped 
hydro energy storage in power markets usually causes 
trouble because of the necessity of predicting charging and 
discharging windows, and can be improved [13].

For pumped-storage hydropower plants, as well as 
other storage systems, the Federal Energy Regulatory 
Commission in the USA tries to remove legislature barriers 
to the participation of electric storage resources in the 
capacity, energy, and ancillary service markets operated in 
the USA [14, 15]. A great interest is dedicated to the level 
of models and algorithms of OPF with energy storage [16, 
17]. Apart from direct market implementation, there are 
propositions of financial storage rights [18, 19] and, what 
is more, the idea of electric vehicles as electricity storage 
devices may be relevant [20, 21].

According to [22, 23, 24], energy storage technologies 
are still too expensive for full deployment to benefit power 
markets, although, technological advance in different types 
of storage makes it rational to pre-define a full-fledged 
participation as an independent resource in economic 
dispatch and market operations.

High penetration of renewable resources with its 
inherent variability dictates new unconventional methods 
of energy management. The famous transformation of 
daily load shape into a "duck curve" in California power 
market requires advanced ramping capacity to handle 
sharp conventional power generation changes [25, 26]. The 

𝑃𝑃",$, 𝑃𝑃%,$ Real power output levels for generator  
or storage 𝑔𝑔 and demand or storage 𝑑𝑑  
at time period 𝑡𝑡 (MW). 
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need for an exact model of ramping constraints arose. In 
order to provide correct price signals, authors of [16, 27] 
propose new pricing models for real-time markets, while 
in [28, 29] ramping products, namely, additional payments 
for generators selected to provide ramping capability are 
discussed.

In the Russian power market [30], there are ramping 
constraints and limited energy constraints. The former 
occur mainly in the European region, the latter are relevant 
for hydro plants in Siberia and Volga regions. While 
energy storage constraints are not incorporated into market 
procedures, there are bulk energy storage resources like 
the Zagorskaya pumped-storage hydro plant with a 1200 
MW generation capacity, 1320 MW charging capacity, 
and a yearly generation of 1 900 million kWh [31]. The 
goal of the paper is relevant for the Russian power market 
since the existing intertemporal constraints affect LMPs 
in day-ahead and balancing markets and the prospect of 
implementing energy storage constraints may benefit as in 
the case of reducing overall energy system costs.

LMPs as Lagrange multipliers in a multi-period 
OPF incorporate intertemporal constraints along with 
transmission and voltage constraints. This brings on new 
issues in the field of LMP interpretation. The first issue 
lies in the ambiguity of a status of a marginal generator 
or, more generally, a marginal resource. In [16], a resource 
is called marginal when its output is not bounded with 
the corresponding instantaneous maximum and minimum 
output level constraints. In [32], on the contrary, all 
corresponding constraints should be non-binding to call 
a resource marginal. In order to study LMPs and their 
interpretation we need to examine the marginal status of 
a resource by means of the Karush-Kuhn-Tucker (KKT) 
necessary conditions and possibility of responding to the 
market needs. The second issue arises with interconnection 
of time periods when a marginal resource in one period 
affects the LMPs in other periods. In conclusion, we can 
infer that the temporal formation of LMP, in contrast to its 
one-period spatial structure, is studied insufficiently.  

This paper attempts to measure LMPs under 
intertemporal constraints and bridge the gap in the LMP 
interpretation in the multi-period OPF. The objectives 
of this study are (a) to analyze the economic impacts of 
current multi-period ramping and energy constraints; 
(b) to introduce a new product of energy storage in the 
optimization problem; and (c) to explore the conditions 
affecting the LMP by different intertemporal constraints. 
While meeting the objectives, we consider a day-ahead 
market and a simulated market clearing process of a scaled 
system in the full AC OPF framework.

This approach differs from the previous studies in that 
a) a full AC OPF framework is used, b) the focus is made 
on LMPs and their formation, c) a new presentation of a 
marginal resource is contributed, and d) a class of different 
intertemporal constraints is considered and a methodology 
for its analysis is proposed. These can be implemented into 

daily economic dispatch carried out by system and trade 
operators using intertemporal constraints to optimally 
allocate available resources and understand locational 
marginal pricing behind it.

The paper is organized as follows. Section II gives a 
brief overview of the mathematical background 
behind LMPs in a system. The proposed methodology of 
separating out marginal and price-forming resources in the 
multi-period market is shown in detail in Section III. Section 
IV is dedicated to LMP formation under intertemporal 
constraints. The methodology is applied using the IEEE-30 
test system, the results of which are shown in Section V. 
Finally, Section VI draws the conclusions of the paper. 

II. theoretIcal framework

The general statement of the multi-period market 
optimal power flow model can be considered as the 
following programming problem: 

𝑓𝑓 = #$#𝐶𝐶&,(𝑃𝑃&,(
&∈𝒟𝒟

−#𝐶𝐶-,(𝑃𝑃-,(
-∈𝒢𝒢

/
(∈𝒯𝒯

→ 𝑚𝑚𝑚𝑚𝑚𝑚, (1) 

𝑔𝑔9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑄𝑄&,(, 𝑄𝑄&,(, 𝑋𝑋(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜆𝜆) (2) 
ℎ9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑆𝑆𝐶𝐶D,(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜈𝜈) (3) 

𝑣𝑣9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑄𝑄-,(, 𝑆𝑆𝐶𝐶D,(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜋𝜋) (4) 
 

𝑓𝑓 = #$#𝐶𝐶&,(𝑃𝑃&,(
&∈𝒟𝒟

−#𝐶𝐶-,(𝑃𝑃-,(
-∈𝒢𝒢

/
(∈𝒯𝒯

→ 𝑚𝑚𝑚𝑚𝑚𝑚, (1) 

𝑔𝑔9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑄𝑄&,(, 𝑄𝑄&,(, 𝑋𝑋(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜆𝜆) (2) 
ℎ9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑆𝑆𝐶𝐶D,(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜈𝜈) (3) 

𝑣𝑣9𝑃𝑃-,(, 𝑃𝑃&,(, 𝑄𝑄-,(, 𝑆𝑆𝐶𝐶D,(< ≤ 0, 𝑡𝑡 ∈ 𝒯𝒯, (𝜋𝜋) (4) 
 The objective of the problem statement (1) is to 

maximize social benefit across the considered time 
interval, for example the entire day in a day-ahead market. 
Constraint (2) represents real and reactive nodal power 
balances in AC form, transmission and voltage constraints 
dependent on magnitudes and angles of voltage variables 
Xt for each time period t. Constraint (3) represents the 
intertemporal constraints: ramping constraints, energy 
storage constraints, and energy limited constraints due 
to fuel limitations, CO2 emission constraints, and water 
storage constraints. Constraint (4) represents maximum 
and minimum levels of the problem's variables.

The Lagrangian function of the stated problem (1)–(4) 
is the following:
 𝐿𝐿 = −𝑓𝑓 + 𝑔𝑔'𝜆𝜆 + ℎ'𝜈𝜈 + 𝑣𝑣'𝜋𝜋. (5) 

 
 𝐿𝐿 = −𝑓𝑓 + 𝑔𝑔'𝜆𝜆 + ℎ'𝜈𝜈 + 𝑣𝑣'𝜋𝜋. (5) 

 To study LMP formation, we need to consider the KKT 
necessary first-order conditions for derivatives with respect 
to X, P(g,t), and P(d,t). After they are obtained, we have

𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃$,&

= 𝐶𝐶$,& − 𝜕𝜕𝐿𝐿𝑃𝑃+,& + 𝐽𝐽.	+,&
0 𝜈𝜈 + 𝜋𝜋$,& − 𝜋𝜋$,& = 0, (6) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃7,&

= −𝐶𝐶7,& + 𝜕𝜕𝐿𝐿𝑃𝑃+,& + 𝐽𝐽.	+,&0 𝜈𝜈 + 𝜋𝜋7,& − 𝜋𝜋7,& = 0, (7) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝐽𝐽$0𝜆𝜆 = 0, (8) 

 
   

𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃$,&

= 𝐶𝐶$,& − 𝜕𝜕𝐿𝐿𝑃𝑃+,& + 𝐽𝐽.	+,&
0 𝜈𝜈 + 𝜋𝜋$,& − 𝜋𝜋$,& = 0, (6) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃7,&

= −𝐶𝐶7,& + 𝜕𝜕𝐿𝐿𝑃𝑃+,& + 𝐽𝐽.	+,&0 𝜈𝜈 + 𝜋𝜋7,& − 𝜋𝜋7,& = 0, (7) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝐽𝐽$0𝜆𝜆 = 0, (8) 

 where Jg, Jh are Jacobian matrices of constraints (2) and (3) 
respectively. Jacobian matrix Jg is a block-diagonal matrix 
consisting of 𝐽𝐽"#$%&,  𝐽𝐽""', 𝐽𝐽"(', 𝑡𝑡 ∈ 𝒯𝒯.  . Vector λ consists of 
vectors 𝜆𝜆"#$%&,  𝜆𝜆""', 𝜆𝜆"(', 𝑡𝑡 ∈ 𝒯𝒯.  . 

The formulae (6)–(7) bind LMPs with marginal costs 
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of available resources. That is why they allow defining 
how LMPs at marginal nodes in the system are formed. It 
can be seen that formula (8) defines formation of LMPs at 
different nodes at different time periods as far as it contains 
LMPs at all nodes and provides interdependence between 
them and other Lagrange multipliers. 

Generators (ergo demands) are traditionally called 
marginal if their resource's outputs are not bounded 
and 𝜋𝜋",$(&,$) = 	𝜋𝜋",$(&,$) = 0 . Integration of resources 
in different time periods connected by intertemporal 
constraints makes things confusing. Formulae (6)–(7) for 
the mentioned unbound resources are written as follows:
 𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶),&(+,&) ± 𝐽𝐽/	$,&1 𝜈𝜈, (9)  𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶),&(+,&) ± 𝐽𝐽/	$,&1 𝜈𝜈, (9) 
where 𝐶𝐶",$(&,$)  is the marginal cost of the corresponding 
resource, 𝐽𝐽"	$,&' 𝜈𝜈  is the marginal opportunity cost, that is 
the cost of choosing other resources for production.

The next sections discuss marginal resources with 
regard to the intertemporal constraints and LMP formation 
under their influence. Specific models of intertemporal 
constraints such as ramping constraints, energy limited 
constraints, and energy storage constraints are considered.

III. margINal resources IN multI-perIod market

Marginal pricing is the ground for optimal allocation of 
generating resources to produce electricity with maximum 
social benefit. The well-known analysis of locational 
marginal pricing discloses different marginal generators 
in the system due to economic similarity based on penalty 
factors and economic diversity caused by transmission and 
voltage constraints.

A. Ramping Constraints
We formulate ramping constraints as a limited change 

in power output by ramp-up and ramp-down rates:

 −𝑅𝑅#$ ≤ 𝑃𝑃#,( − 𝑃𝑃#,($) ≤ 𝑅𝑅#*. #(10)  (10)

Suppose a generator meets ramp-up rate constraints 
during one time range  consisting of m + 1 time periods. 
After that, during another period time range consisting 
of n + 1 periods, it meets ramp-down rate constraints. 
In this case, relations (6) written for those ranges are the 
following:

𝐿𝐿𝐿𝐿𝑃𝑃$,&' = 𝐶𝐶*,&' − 𝜈𝜈*,&'-.
- − 𝜋𝜋*,&' 

𝐿𝐿𝐿𝐿𝑃𝑃$,&'-. = 𝐶𝐶*,&'-. − 𝜈𝜈*,&'-0
- + 𝜈𝜈*,&'-.

-  
… 

𝐿𝐿𝐿𝐿𝑃𝑃$,&'-34. = 𝐶𝐶*,&'-34. − 𝜈𝜈*,&'-3
- + 𝜈𝜈*,&'-34.

-  
𝐿𝐿𝐿𝐿𝑃𝑃$,&'-3 = 𝐶𝐶*,&'-3 + 𝜈𝜈*,&'-3

- + 𝜋𝜋*,&'56 
… (11) 

𝐿𝐿𝐿𝐿𝑃𝑃$,&: = 𝐶𝐶*,&: + 𝜈𝜈*,&:-.
4 + 𝜋𝜋*,&: 

𝐿𝐿𝐿𝐿𝑃𝑃$,&:-. = 𝐶𝐶*,&:-. + 𝜈𝜈*,&:-0
4 − 𝜈𝜈*,&:-.

4  
… 

𝐿𝐿𝐿𝐿𝑃𝑃$,&:-;4. = 𝐶𝐶*,&:-;4. + 𝜈𝜈*,&:-;
4 − 𝜈𝜈*,&:-;4.

4  
𝐿𝐿𝐿𝐿𝑃𝑃$,&:-; = 𝐶𝐶*,&:-; − 𝜈𝜈*,&:-;

4 − 𝜋𝜋*,&:-; 
 

𝐿𝐿𝐿𝐿𝑃𝑃$,&' = 𝐶𝐶*,&' − 𝜈𝜈*,&'-.
- − 𝜋𝜋*,&' 

𝐿𝐿𝐿𝐿𝑃𝑃$,&'-. = 𝐶𝐶*,&'-. − 𝜈𝜈*,&'-0
- + 𝜈𝜈*,&'-.

-  
… 

𝐿𝐿𝐿𝐿𝑃𝑃$,&'-34. = 𝐶𝐶*,&'-34. − 𝜈𝜈*,&'-3
- + 𝜈𝜈*,&'-34.

-  
𝐿𝐿𝐿𝐿𝑃𝑃$,&'-3 = 𝐶𝐶*,&'-3 + 𝜈𝜈*,&'-3

- + 𝜋𝜋*,&'56 
… (11) 

𝐿𝐿𝐿𝐿𝑃𝑃$,&: = 𝐶𝐶*,&: + 𝜈𝜈*,&:-.
4 + 𝜋𝜋*,&: 

𝐿𝐿𝐿𝐿𝑃𝑃$,&:-. = 𝐶𝐶*,&:-. + 𝜈𝜈*,&:-0
4 − 𝜈𝜈*,&:-.

4  
… 

𝐿𝐿𝐿𝐿𝑃𝑃$,&:-;4. = 𝐶𝐶*,&:-;4. + 𝜈𝜈*,&:-;
4 − 𝜈𝜈*,&:-;4.

4  
𝐿𝐿𝐿𝐿𝑃𝑃$,&:-; = 𝐶𝐶*,&:-; − 𝜈𝜈*,&:-;

4 − 𝜋𝜋*,&:-; 
 

By considering the sum of LMPs at node i of generator 

g for these periods, we have
!𝐿𝐿𝐿𝐿𝑃𝑃%,'
'∈𝒯𝒯*

= ! 𝐶𝐶-,'
'∈𝒯𝒯*

− 𝜋𝜋-,'* + 𝜋𝜋-,'*12

! 𝐿𝐿𝐿𝐿𝑃𝑃%,'
'∈𝒯𝒯3

= ! 𝐶𝐶-,'
'∈𝒯𝒯3

+ 𝜋𝜋-,'3 − 𝜋𝜋-,'345
(12) 

!𝐿𝐿𝐿𝐿𝑃𝑃%,'
'∈𝒯𝒯*

= ! 𝐶𝐶-,'
'∈𝒯𝒯*

− 𝜋𝜋-,'* + 𝜋𝜋-,'*12

! 𝐿𝐿𝐿𝐿𝑃𝑃%,'
'∈𝒯𝒯3

= ! 𝐶𝐶-,'
'∈𝒯𝒯3

+ 𝜋𝜋-,'3 − 𝜋𝜋-,'345
(12) 

A marginal generator in its traditional sense defines 
system price of electricity, which is equal to the generator 
marginal cost.

If at time periods t1,t1+m,t2,t2+n the generator does not 
hit its limits and 𝜋𝜋",$% = 𝜋𝜋",$%'( = 0, 𝜋𝜋",$* = 𝜋𝜋",$*+, = 0,   
we have the equality for mean prices: 
𝐴𝐴"𝐿𝐿𝐿𝐿𝑃𝑃&,(∈𝒯𝒯+, = 𝐴𝐴"𝐶𝐶/,(∈𝒯𝒯+,, 𝐴𝐴"𝐿𝐿𝐿𝐿𝑃𝑃&,(∈𝒯𝒯0, = 𝐴𝐴"𝐶𝐶/,(∈𝒯𝒯0, (13) 

 
𝐴𝐴"𝐿𝐿𝐿𝐿𝑃𝑃&,(∈𝒯𝒯+, = 𝐴𝐴"𝐶𝐶/,(∈𝒯𝒯+,, 𝐴𝐴"𝐿𝐿𝐿𝐿𝑃𝑃&,(∈𝒯𝒯0, = 𝐴𝐴"𝐶𝐶/,(∈𝒯𝒯0, (13) 

 The example of a schedule for this situation is shown 
in Fig. 1, (a). Such a generator will be considered to be 
marginal in several time periods because its average LMP 
corresponds with average marginal cost and its output can 
be changed under variation in system load.

More frequently ramping constraints are met starting 
with one of the limits - -  𝑃𝑃" or 𝑃𝑃" . There are no grounds 
to  call such a generator marginal. This resource will not 
change its output that is bounded  by minimum, maximum, 
and ramping level bounds. Consequently, the generator is 
considered to be bounded  and non-marginal. The example 
of a non-marginal generator under ramping constraints is 
shown in Fig. 1, (b). One can see that for the non-marginal 
generator, it is also necessary to consider several time 
periods.

Nevertheless, we note that as the generator's output 
increases, its state changes from minimum to maximum 
possible level moving from -  𝑃𝑃" or 𝑃𝑃" . At the same time, 
LMPs in the system increaserise from 𝐿𝐿𝐿𝐿𝑃𝑃$,&' ≤ 𝐶𝐶*,&'  
to 𝐶𝐶",$%&' ≤ 𝐿𝐿𝐿𝐿𝑃𝑃,,$%&',  , i.e. the LMP rises beyond the 
generator’s marginal cost. 

B. Energy Limited Constraints.
Consider the following constraints written through the 

sum of active power outputs for energy constraints:

  
𝐸𝐸" ≤$𝑃𝑃",'Δ𝑡𝑡

'∈𝒯𝒯

≤ 𝐸𝐸". (14) 
 

𝐸𝐸" ≤$𝑃𝑃",'Δ𝑡𝑡
'∈𝒯𝒯

≤ 𝐸𝐸". (14) 

They mean the restriction on summary energy output 
for generator g. Under these constraints, a new form of (9) 
is as follows:

 
a) marginal b) non-marginal 

 Fig. 1. Generator state under ramping constraints.
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 𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶),& + 𝜈𝜈)
,Δ𝑡𝑡 − 𝜈𝜈),Δ𝑡𝑡, (15) 

 
 𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶),& + 𝜈𝜈)

,Δ𝑡𝑡 − 𝜈𝜈),Δ𝑡𝑡, (15) 
 where C(g,t) = Cg= idem. 

The marginal opportunity cost for a generator with 
energy constraints consists of 𝜈𝜈"

#Δ𝑡𝑡 − 𝜈𝜈"#Δ𝑡𝑡  and is constant 
for all considered time periods.

By working with energy constraints of hydro power 
plants, we can assume that their marginal cost Cg is 
relatively low in comparison with the prices in the energy 
system. Regardless of unbounded output at every period, 
the resource is not marginal. Addressing the bounded  
maximum energy level constraint for a longer period, we 
can interpret one whole day as one period. At this integral 
period, the considered resource is infra-marginal. There is 
no reason to consider it as marginal during this day. 

Another example of energy constraints is a fuel or CO2 
emission-limited power plant with, for example, a relatively 
high marginal cost. Then, the previous speculations are 
symmetrical. This resource is extra- marginal (not marginal 
as well). 

The only possible reason to consider such a resource 
to be marginal is to have non-binding energy constraints 
with 𝜈𝜈"# = 𝜈𝜈"

# = 0 . Then, some time periods will be 
characterized by power generation at minimum or maximum 
possible levels. For some time periods, it is necessary for 
the generator to be unbounded with 𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶),& . Fig. 2 
shows the examples of marginal, infra-marginal and extra-
marginal limited energy generator output, respectively.

Thus, through all time periods, e.g. a day, the considered 
power plant may be infra-marginal, marginal, or extra-
marginal, regardless of a single period situation.

C. Energy Storage Constraints
A storage constraint can be introduced by the following 

expressions:

𝑆𝑆𝑆𝑆# ≤ 𝑆𝑆𝑆𝑆#,& ≤ 𝑆𝑆𝑆𝑆#, (16) 
𝑆𝑆𝑆𝑆#,& = 𝜂𝜂#𝑆𝑆𝑆𝑆#,&-. + 𝜂𝜂0𝑃𝑃02#,&Δ𝑡𝑡 − 𝜂𝜂6𝑃𝑃62#,&Δ𝑡𝑡. (17) 

 

𝑆𝑆𝑆𝑆# ≤ 𝑆𝑆𝑆𝑆#,& ≤ 𝑆𝑆𝑆𝑆#, (16) 
𝑆𝑆𝑆𝑆#,& = 𝜂𝜂#𝑆𝑆𝑆𝑆#,&-. + 𝜂𝜂0𝑃𝑃02#,&Δ𝑡𝑡 − 𝜂𝜂6𝑃𝑃62#,&Δ𝑡𝑡. (17) 

 

𝑆𝑆𝑆𝑆# ≤ 𝑆𝑆𝑆𝑆#,& ≤ 𝑆𝑆𝑆𝑆#, (16) 
𝑆𝑆𝑆𝑆#,& = 𝜂𝜂#𝑆𝑆𝑆𝑆#,&-. + 𝜂𝜂0𝑃𝑃02#,&Δ𝑡𝑡 − 𝜂𝜂6𝑃𝑃62#,&Δ𝑡𝑡. (17) 

 

𝑆𝑆𝑆𝑆# ≤ 𝑆𝑆𝑆𝑆#,& ≤ 𝑆𝑆𝑆𝑆#, (16) 
𝑆𝑆𝑆𝑆#,& = 𝜂𝜂#𝑆𝑆𝑆𝑆#,&-. + 𝜂𝜂0𝑃𝑃02#,&Δ𝑡𝑡 − 𝜂𝜂6𝑃𝑃62#,&Δ𝑡𝑡. (17) 

 Inequalities (16) impose a one-period constraint on 
minimum and maximum state of charge at time period t 
while (17) expresses how the state of charge changes in 
length of time.

Similar to other resources, an energy storage is 
represented in the target function by the benefit component 
that is maximized in sum with other components:

𝐵𝐵" = $ %𝐶𝐶',)𝑃𝑃',) − 𝐶𝐶,,)𝑃𝑃,,)-
)∈𝒯𝒯,'0",,0"

. #(18) 
            

𝐵𝐵" = $ %𝐶𝐶',)𝑃𝑃',) − 𝐶𝐶,,)𝑃𝑃,,)-
)∈𝒯𝒯,'0",,0"

. #(18) 

It is supposed that C(d,t) = Cd = idem, C(g,t) = Cg= idem.
This component reveals the arbitrage between periods 

of low and high LMPs to utilize the storage resource 
according to its desired marginal cost. As long as a storage 
benefit component is higher than the social benefit of other 
resources, it is a signal to charge the storage resource in the 
low marginal cost periods and to discharge it in the high 
marginal cost periods.

Under storage constraints, (9) is written as follows:

 𝐿𝐿𝑀𝑀𝑃𝑃$,& = 𝐶𝐶)(+) + 𝜂𝜂)(+)𝜈𝜈0,&Δ𝑡𝑡, #(19)  𝐿𝐿𝑀𝑀𝑃𝑃$,& = 𝐶𝐶)(+) + 𝜂𝜂)(+)𝜈𝜈0,&Δ𝑡𝑡, #(19) 
where ν(s,t) are Lagrange multipliers for storage state 
equality constraints (17). For the analysis of ν(s,t), we need 
to consider ∂L/∂SCg, which is

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝐶𝐶%

= 𝜈𝜈(,* − 𝜈𝜈(,*,-𝜂𝜂( + 𝜋𝜋(,*
12 − 𝜋𝜋(,*12. (20) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝐶𝐶%

= 𝜈𝜈(,* − 𝜈𝜈(,*,-𝜂𝜂( + 𝜋𝜋(,*
12 − 𝜋𝜋(,*12. (20) 

With reference to (20), after equating it to zero, we can 
see that νs,t= νs,t+1 ηs during charging and discharging of 
the storage resource. In other time periods, when charge 
increases to 𝑆𝑆𝑆𝑆#  or decreases to 𝑆𝑆𝑆𝑆# , the Lagrange 
multiplier νs,t changes its value. Thus, the storage 
constraints are similar to energy ones during charging and 
discharging phases only. 

The storage resource is marginal if the storage state of 
charge does not hit  𝑆𝑆𝑆𝑆#, 𝑆𝑆𝑆𝑆#   during charging phase, i.e., 
the full storage capacity is not used by the market (Fig. 3). 

Taking (17) into consideration, we know that

         

𝐵𝐵" = $𝐶𝐶& −
𝜂𝜂)

𝜂𝜂&
𝐶𝐶)*+𝑃𝑃&,.

.∈𝒯𝒯

+																									 

𝜂𝜂)

𝜂𝜂&

𝐶𝐶)
Δ𝑡𝑡

(1 − 𝜂𝜂") + 𝑆𝑆𝐶𝐶",.
.∈𝒯𝒯\.:;<

+ (21) 

𝜂𝜂)

𝜂𝜂&

𝐶𝐶)
Δ𝑡𝑡

>𝑆𝑆𝐶𝐶",.:;< − 𝜂𝜂"𝑆𝑆𝐶𝐶",.?@AB@C. 

 
        

𝐵𝐵" = $𝐶𝐶& −
𝜂𝜂)
𝜂𝜂&

𝐶𝐶)*+𝑃𝑃&,.
.∈𝒯𝒯

 

+
𝜂𝜂)
𝜂𝜂&

𝐶𝐶)
Δ𝑡𝑡

(1 − 𝜂𝜂") + 𝑆𝑆𝐶𝐶",.
.∈𝒯𝒯\.9:;

(21) 

+
𝜂𝜂)
𝜂𝜂&

𝐶𝐶)
Δ𝑡𝑡

=𝑆𝑆𝐶𝐶",.9:; − 𝜂𝜂"𝑆𝑆𝐶𝐶",.>?@A?B. 

 Considering that the effective energy storage with ηs=1 
and without negative LMPs at the current and previous 
time periods resulted in 𝑆𝑆𝐶𝐶#,%&'( = 𝑆𝑆𝐶𝐶#,%*+,-+ = 0 , we have

𝐵𝐵" = $𝐶𝐶& −
𝜂𝜂)
𝜂𝜂&
𝐶𝐶)*+𝑃𝑃&,.

.∈𝒯𝒯

. (22) 𝐵𝐵" = $𝐶𝐶& −
𝜂𝜂)
𝜂𝜂&
𝐶𝐶)*+𝑃𝑃&,.

.∈𝒯𝒯

. (22) 

Marginal cost of the storage resource under considered 
conditions would be 𝐶𝐶" −

𝜂𝜂%
𝜂𝜂"
𝐶𝐶% . It characterizes the LMP 

 
Fig. 2. Generator state under limited energy constraints. Fig. 3. Storage state.
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difference at the storage resource node during charging 
and discharging time periods, while LMPs at those time 
periods remain the same. Unlike other types of resources, 
for which marginal costs are represented in LMPs, the 
difference of LMPs in the storage resources varies:

Δ𝐿𝐿𝐿𝐿𝑃𝑃%,' = 𝐶𝐶* − 𝐶𝐶, + .𝜂𝜂*𝜈𝜈1,'2 − 𝜂𝜂,𝜈𝜈1,'34Δ𝑡𝑡, (23) Δ𝐿𝐿𝐿𝐿𝑃𝑃%,' = 𝐶𝐶* − 𝐶𝐶, + .𝜂𝜂*𝜈𝜈1,'2 − 𝜂𝜂,𝜈𝜈1,'34Δ𝑡𝑡, (23) 

where, apart from the efficiency factor ηg,ηd, Lagrange 
multiplier 𝜈𝜈",$%  increases to 𝜈𝜈",$% , if Lagrange multipliers 
𝜋𝜋",$
%&, 𝜋𝜋",$%&  corresponding to maximum and minimum levels 

of state of charge are nonzero. It means that Δ𝐿𝐿𝐿𝐿𝑃𝑃%,'  
is greater or equal to price difference Cg – Cd for both 
marginal and non-marginal storage resources.

Nevertheless, the mutually optimized demand and 
generation sides of storage just conform to current price 
situation and do not set prices independently. The marginal 
storage resource allows reloading conventional resources 
in order to obtain the desired difference of LMPs. It affects 
the range but not the size of LMPs.

D. Marginal and Price-forming Resources
As was shown above, the introduction of intertemporal 

constraints in the multi-period market requires a more 
formal definition of a marginal resource. Moreover, it is 
necessary to determine how different types of marginal 
resources affect prices. 

We propose a definition of marginal resource as a 
resource that is not under constraints (not fully utilized) and 
can change its output under small changes in the system 
either at a specific time period or integrally in several 
time periods. Marginal resources are a) a conventional 
generator or demand, which is unbounded, b) a generator 
limited by ramping constraints and unbounded before and 
after constrained time periods, c) a generator with a non-
binding limited energy constraint, and d) a storage resource 
with non-binding state of charge.

Not all marginal resources form LMPs. We propose a 
definition of a price-forming resource as a resource whose 
offer or bid cost directly affects LMPs. Such resources are 
a)–c) ones mentioned above. Price-forming resources are 
not e) any resource with binding maximum or minimum 
output level constraints, f) a generator limited by ramping 
constraints and bounded before or after constrained time 
periods, g) a generator with a binding limited energy 
constraint, and h) a storage resource with fully utilized 
state of charge.

IV. lmp formatIoN

Writing (8) in an extensive form for each time period 
t, we have 

(𝐽𝐽#$%&'))𝜆𝜆#$%&' + (𝐽𝐽##,))𝜆𝜆##, + (𝐽𝐽#-,))𝜆𝜆#-, = 0, (24)  (𝐽𝐽#$%&'))𝜆𝜆#$%&' + (𝐽𝐽##,))𝜆𝜆##, + (𝐽𝐽#-,))𝜆𝜆#-, = 0, (24) 
where 𝜆𝜆"#$%&  consists of real and reactive LMPs at all 

nodes.
Equation (24) was comprehensively used to define 

spatial structure of LMP in the one-period market. 
According to [7], LMPs can be represented by LMP of 

marginal node through price-bonding factors  (PBF) 
caused by power flow, transmission constraints, and 
voltage constraints: 

(25)
𝜆𝜆"
#" = − &'𝐽𝐽"

#")
*
+
,-
&'𝐽𝐽"

#.)
*
𝜆𝜆"
#. + (𝐽𝐽""1)*𝜆𝜆""1 + (𝐽𝐽"31)*𝜆𝜆"31+

= Δ𝜆𝜆"
. + Δ𝜆𝜆""1 + Δ𝜆𝜆"31

 

where 𝜆𝜆"
#", 𝜆𝜆"

#$  are price-taking and price-forming La-
grange multipliers in 𝜆𝜆"#$%&; 𝐽𝐽"

(", 𝐽𝐽"
()  are corresponding 

to price-taking and price-forming Jacobian matrices de-
rived in [7], and Δ𝜆𝜆#

$, Δ𝜆𝜆##&, Δ𝜆𝜆#'&  are corresponding LMP 
components due to power flow, transmission and voltage 
constraints. This is schematically shown in Fig. 4 where 
resources of type a belong to a set of conventional marginal 
resources 𝒜𝒜" . 

The knowledge of marginal price formation is based 
on the fact that marginal resources will respond to the 
incremental change in demand at node j. Their output 
change multiplied by marginal cost will define LMP at the 
node. 

To take advantage of the methodology, it is necessary 
to determine the difference of 𝜆𝜆"

#$, 𝜆𝜆""&, 𝜆𝜆"'&  for the one- and 
multi-period markets. 

For any OPF model, we know that every shadow price 
of interest can be derived as 

𝜆𝜆"#(%#) = 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕𝑚𝑚"#(%#)	 

 

 

Fig. 4. Scheme of LMP formation without influence of 
intertemporal constraints.

Fig. 5. Temporal scheme of LMP formation with influence of 
ramping rates.
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!"! 𝐶𝐶$,&
𝜕𝜕𝑃𝑃$,&

𝜕𝜕𝜕𝜕𝑚𝑚&+(-+)
$∈𝒟𝒟

−!𝐶𝐶2,&
𝜕𝜕𝑃𝑃2,&

𝜕𝜕𝜕𝜕𝑚𝑚&+(-+)
2∈𝒢𝒢

4 ,
&∈𝒯𝒯

(26) 

where Lm is the corresponding limit (maximum power 
flow, minimum or maximum voltage magnitude).

Unlike the one-period market, in the multi-period market 
the sum over time periods in (26) reveals the response of 
variable output of marginal and other resources in several 
time periods connected by intertemporal constraints. Thus, 
the transmission and voltage constraints components in 
LMPs are linked through PBF to different resources from 
different time periods.

As for price-forming LMPs 𝜆𝜆"
#$ , furthermore, we 

consider different marginal and non-marginal resources 
with variable output and define price-taking LMP at their 
nodes under intertemporal constraints.

A. Influence of Ramping Rates
According to (11), LMP at a marginal generator under 

ramping constraints at a specific time period is diverted 
from a marginal cost. The reason is the use of other 
resources to meet the constraints. Knowing that

𝜈𝜈",$± =
𝜕𝜕𝜕𝜕
𝜕𝜕𝑅𝑅"

± = *+*𝐶𝐶-,$
𝜕𝜕𝑃𝑃-,$
𝜕𝜕𝑅𝑅"

±
-∈𝒟𝒟

−*𝐶𝐶",$
𝜕𝜕𝑃𝑃",$
𝜕𝜕𝑅𝑅"

±
"∈𝒢𝒢

3
$∈𝒯𝒯

#(27) 𝜈𝜈",$± =
𝜕𝜕𝜕𝜕
𝜕𝜕𝑅𝑅"

± = *+*𝐶𝐶-,$
𝜕𝜕𝑃𝑃-,$
𝜕𝜕𝑅𝑅"

±
-∈𝒟𝒟

−*𝐶𝐶",$
𝜕𝜕𝑃𝑃",$
𝜕𝜕𝑅𝑅"

±
"∈𝒢𝒢

3
$∈𝒯𝒯

#(27) 

𝜆𝜆",$
%&  at a corresponding marginal node can be represented 

as follows

𝜆𝜆",$
%& = 𝐶𝐶),$ ± 𝜈𝜈),$

± = ,,𝑘𝑘.,$
/0
±
𝐶𝐶.,$

.∈ℛ$∈𝒯𝒯

, (28) 𝜆𝜆",$
%& = 𝐶𝐶),$ ± 𝜈𝜈),$

± = ,,𝑘𝑘.,$
/0
±
𝐶𝐶.,$

.∈ℛ$∈𝒯𝒯

, (28) 

where 𝑘𝑘",$
%&
±

  are the factors received from (27) plus one for 
the generator under consideration. 

It is worth noting that partial derivatives 𝜕𝜕𝑃𝑃#,%(',%)/𝜕𝜕𝑅𝑅#±  
in the previous equation are nonzero only for marginal 
resources. For example !𝜕𝜕𝑃𝑃$,&/𝜕𝜕𝑅𝑅$±	

&∈𝒯𝒯

  for non-marginal 

limited energy constraints will be equal to zero.
As a result, marginal LMP at the node of the considered 

generator is equal to its marginal cost plus marginal 
opportunity cost, namely, weighted costs of other marginal 
resources from the current and adjacent hours. 

Substituting 𝜆𝜆",$
%&  into (25), we find a new version of LMP 

component due to power flow. Note that the sensitivities 
obtained in (26) already take into consideration binding  
ramping constraints. The overall scheme of ramping 
rates influence for the time period t is shown in Fig. 5. 
Here the sets of marginal generators 𝒜𝒜", 𝒜𝒜"$% 𝒜𝒜", 𝒜𝒜"$%  belong to 
conventional marginal generators of type a, while the set 
of marginal generators ℬ"  refers to marginal generators 
of type b with binding ramping constraints. The similar 
scheme can be drawn for the time period t-1.

B. Influence of Limited Energy Constraints
As was said above, marginal generators with non-

binding energy constraints are similar to conventional 
generators. Non-marginal limited energy generators are 

of more interest. They allow rescheduling generators in 
order to smooth out load variation. As a consequence, 
according to (15), such an ability of generator to shift its 
output to another time period with different hourly binding 
transmission, voltage, and other constraints allows us to 
form the same LMP at the limited energy generator node.

Rescheduling leads to selecting marginal resources 
with similar marginal costs during different time periods. 
It leads to the conclusion that LMP at the node of the 
limited energy generator comprises marginal costs at all 
time periods. PBFs for the LMP can be calculated for each 
time period and considered with weight of one divided by 
the number of such periods:

 

𝐿𝐿𝐿𝐿𝑃𝑃$ =& & 𝐴𝐴(𝑘𝑘*,,∈𝒯𝒯
/ 0𝐶𝐶*

/2{4,,/,5/}*∈ℛ

, (29) 

  

𝐿𝐿𝐿𝐿𝑃𝑃$ =& & 𝐴𝐴(𝑘𝑘*,,∈𝒯𝒯
/ 0𝐶𝐶*

/2{4,,/,5/}*∈ℛ

, (29) 

 where Cr here unifies same offer or bid prices for a resource 
r throughout the considered time period.

We can also consider a specific time period when 
there are no price-forming resources are present. For 
example, all generators with relatively low costs reach 
their maximum levels and other generators with relatively 
high costs are not utilized yet. The price in this case will 
be set by marginal generators from other time periods 
and transferred through the limited energy generator. The 
same refers to all time periods although the price-forming 
property is not apparent for the general case.

Thus, on the one hand, the limited energy resource cost 
is an opportunity marginal cost formed by actual marginal 
resources from all time periods, on the other hand, the 
limited energy resource transfers the received cost as an 
LMP at all specific time periods. 

C. Influence of Energy Storage Constraints
The influence of the energy storage constraints on LMPs 

is similar to the influence of limited energy constraints 
yet with some differences. The first one is in two energy 
limited periods — charging and discharging periods. The 
second difference is that marginal or non-marginal storage 
resources reschedule conventional generators to provide 
LMP difference to be greater than or equal to its desired 
marginal cost. We recall that a marginal limited energy 
generator ceases to connect different hours while storage 

 Fig. 6. Temporal scheme of LMP formation with influence of 
limited energy and energy storage constraints
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We will examine three cases. The first one shows LMP 
formation under the influence of ramping rates. The second 
case evaluates the change in LMP after placement of a 
limited energy generator in the system. The third case, on 
the contrary, assumes the introduction of a storage resource 
additionally to the first case.

A. Case 1: LMPs with Ramping Rates
For each of the six generators in the 30-node system 

we formulate several offers with different price levels and 
a capacity greater or equal to 10 MWh. At the same time, 
we set ramping rates to 5 MWh so that none of generators 
can freely increase or decrease its output. To introduce 
a diverse spatial LMP structure, we set a maximum 
active flow through line 6–8 to 25.4 MW. The results of 
the economic dispatch (1)–(4), specifically generators' 
schedule and LMPs, are shown in Figs. 8 and 9. 

 
Resource Status Conditions to be met 

Conventional Extra 
marginal 

𝑃𝑃",$(&,$) = 𝑃𝑃"(&), 
𝐿𝐿𝐿𝐿𝑃𝑃+,$ ≤ 𝐶𝐶",$ or 𝐿𝐿𝐿𝐿𝑃𝑃+,$ ≥ 𝐶𝐶&,$ 

Marginal 𝑃𝑃"(&) < 𝑃𝑃",$(&,$) < 𝑃𝑃"(&), 

𝐿𝐿𝐿𝐿𝑃𝑃+,$ = 𝐶𝐶",$(&,$)
 

Infra 
marginal 

𝑃𝑃",$(&,$) = 𝑃𝑃"(&), 
𝐿𝐿𝐿𝐿𝑃𝑃+,$ ≥ 𝐶𝐶",$ or 𝐿𝐿𝐿𝐿𝑃𝑃+,$ ≤ 𝐶𝐶&,$ 

Under ramping 
constraints 

Extra 
marginal 

𝑃𝑃" < 𝑃𝑃",$ < 𝑃𝑃", 

𝐴𝐴1𝐿𝐿𝐿𝐿𝑃𝑃+,$2 ≤ 𝐴𝐴(𝐶𝐶",$) 
Marginal 𝑃𝑃" < 𝑃𝑃",$ < 𝑃𝑃", 

𝐴𝐴1𝐿𝐿𝐿𝐿𝑃𝑃+,$2 = 𝐴𝐴(𝐶𝐶",$) 
Infra- 
marginal 

𝑃𝑃" < 𝑃𝑃",$ < 𝑃𝑃", 

𝐴𝐴1𝐿𝐿𝐿𝐿𝑃𝑃+,$2 ≥ 𝐴𝐴(𝐶𝐶",$) 
Energy limited Extra- 

marginal 
3𝑃𝑃",$Δ𝑡𝑡
$∈𝒯𝒯

= 𝐸𝐸", 

𝐿𝐿𝐿𝐿𝑃𝑃+,$ = 33𝐴𝐴1𝑘𝑘:,$∈𝒯𝒯∗
< 2𝐶𝐶:

<:

, 

𝒯𝒯∗ = =𝑡𝑡: 𝑃𝑃" < 𝑃𝑃",$ < 𝑃𝑃"? 
Marginal Same as conventional1 
Infra- 
marginal 

3𝑃𝑃",$Δ𝑡𝑡
$∈𝒯𝒯

= 𝐸𝐸" 

𝐿𝐿𝐿𝐿𝑃𝑃+,$ is the same as for extra- 
marginal energy limited resource 

Storage Extra- 
marginal 

𝑆𝑆𝐶𝐶A,$ = 𝑆𝑆𝐶𝐶A 

Marginal 𝑆𝑆𝐶𝐶A < 𝑆𝑆𝐶𝐶A,$ < 𝑆𝑆𝐶𝐶A 
For charging phase: 

𝐿𝐿𝐿𝐿𝑃𝑃+,$ = 33𝐴𝐴1𝑘𝑘:,$∈𝒯𝒯BC
< 2𝐶𝐶:

<:

, 

𝒯𝒯<D = =𝑡𝑡: 𝑃𝑃& < 𝑃𝑃&,$ < 𝑃𝑃&? 

For charging phase: 

𝐿𝐿𝐿𝐿𝑃𝑃+,$ = 33𝐴𝐴1𝑘𝑘:,$∈𝒯𝒯EBC
< 2𝐶𝐶:

<:

, 

𝒯𝒯&<D = =𝑡𝑡: 𝑃𝑃" < 𝑃𝑃",$ < 𝑃𝑃"? 

Infra- 
marginal 

𝑆𝑆𝐶𝐶A,$ = 𝑆𝑆𝐶𝐶A, 
𝐿𝐿𝐿𝐿𝑃𝑃+,$ is the same as for marginal 
storage resource 

1 Applicable for extra-marginal, marginal, and infra-marginal cases  
which are met during the considered time period 
 

Table 1. LMP formation at marginal nodes

 

 

Fig. 7. Load hourly profile.

Fig. 8. Generator power output under ramping constraints 
in case 1. 

continues to unite hoursdoing that  independently of its 
status. Thus, all the above considerations on limited energy 
constraints can be applied to energy storage. In the overall 
scheme of limited energy constraints influence shown 
in Fig. 6, s denotes a limited energy generator, a storage 
generator, or a storage demand.

All the above considerations are summarized in Table I.

V. IllustratIVe examples

The proposed approach is demonstrated on the IEEE-30 
power system with demands following a daily profile shown 
in Fig. 7. AC OPF was run in 24-hour periods from 0 to 23 
hours usual for day-ahead markets.

All input and output data, as well as an exact mathematical 
model of the OPF problem and enumerated modifications in 
the test energy system, can be found in [33].
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Ramping constraints are hit in this case by generators 1, 
2, 13, and 22 at hour 7 with ramp-up rate; by generator 27 
at hours 7 and 8 with ramp-up rate; by generators 22 and 
27 at hour 22 with ramp-down rate; by generator 2 at hours 
22–23 with ramp-down rate. Only generator 2 became 
marginal under ramping constraints at hours 6–7. The other 
conventional marginal generators can be found in Table II.

LMPs at node 2 at hours 6–7 are 1198.39 and 1441.61 
rub/MWh, respectively. Notably, average LMP is strictly 
equal to 1320 rub/MWh, which is marginal cost of 
generator 2. According to (11) and (28), and having 
𝜈𝜈",$% = 0.974062 𝐶𝐶"(,$ − 𝐶𝐶",* = 121.61  rub/MWh LMPs at 
node 2 at hours 6–7 are formed in the following way:

𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶$,& − 𝜈𝜈$,+, = 2𝐶𝐶$,& − 0.974062𝐶𝐶$4,+
𝐿𝐿𝐿𝐿𝑃𝑃$,+ = 𝐶𝐶$,+ + 𝜈𝜈$,+, = 0.974062𝐶𝐶$4,+

(30) 
𝐿𝐿𝐿𝐿𝑃𝑃$,& = 𝐶𝐶$,& − 𝜈𝜈$,+, = 2𝐶𝐶$,& − 0.974062𝐶𝐶$4,+

𝐿𝐿𝐿𝐿𝑃𝑃$,+ = 𝐶𝐶$,+ + 𝜈𝜈$,+, = 0.974062𝐶𝐶$4,+
(30) 

As to the other generators under ramping constraints, 
the LMPs at node of generator 1 are 1185.44 and 1424.56 
rub/MWh, respectively. Average LMP is 1305.00 rub/
MWh and it is higher than the marginal cost of 1300 rub/
MWh.

Thus, generator 1 is infra-marginal. On the contrary, 
generator 13's LMPs are 1223.65 and 1477.04 rub/MWh, 
respectively, while its marginal costs are 1400 and 1450 
rub/MWh, respectively. An average LMP of 1350.35 rub/
MWh versus an average marginal cost of 1425 rub/MWh 
makes this generator extra-marginal.

Note that no generator actually has marginal costs 

below 1300 rub/MWh and that LMPs at hour 6 are formed 
at lower level by the only marginal generator under ramping 
constraints with the LMP of 1198.39 rub/MWh at marginal 
node. It is formed by two marginal costs of generator 2 at 
hour 6 and generator 23 at hour 7.

Note also that at hour 7, generator 23 is marginal at two 
nodes: 23 with a marginal cost of 1480 rub/MWh and 2 with 
a marginal cost of 0.974062·1480 rub/MWh. However, the 
set of replacing resources in general can vary. 

All generators under ramping constraints need help to 
follow the demand, so the output of the most expensive 
offer of generator 23 (1480 rub/MWh) was raised at hour 
7. At the adjacent hour 6, the cheapest offer of generator 27 
(1310 rub/MWh) was decreased as far as it was allowed by 
ramp-up rates for its own output at 6–8 hours. Similar help 
is observed for falling load slope. Generator 13 (1400 rub/
MWh) was chosen to help other generators 2, 22, and 27 to 
meet their ramping constraints. 

As is seen from lower blue lines in Fig. 9, LMPs with 
ramping constraints form "cardiogram" curves. According 
to (11), the first period is characterized by LMP fall and 
the last period is characterized by LMP rise. We can also 
discern "cardiogram" curves for red lines at hours 7–8 
where generator 27 met ramp-up rate. While respecting 
ramp-down rates we observe the opposite effect of an 
initial increase and then a decrease in the  marginal LMPs. 

Let us consider the spatial structure of LMP. The 
binding  transmission constraint in line 6–8 divides the 
system into two parts at hours 7–21. Node 8's LMP has the 
highest positive transmission component — 860 rub/MWh 
and above. It is of interest to observe how it changes in 
different cases, which is shown in Fig. 10. 

Other positive components due to the transmission 
constraint for nodes (red lines in Fig. 9) do not exceed 
400 rub/MWh. In this example, transmission constraints 
act independently of intertemporal constraints despite the 
ramping connection inside of 6–8 hours. Transmission 
components are formed by hourly marginal costs as it 

 
Fig. 9. LMPs under ramping constraints in case 1. Fig. 10. LMP at node 8 in different cases.

Generator Hours Marginal Cost Type 

g01 22–23 1300 a) conventional 
g02 6–7 1320 b) ramping 

9, 12 1320 a) conventional 
g13 8, 10–11, 21 1400 a) conventional 
g22 13–20 1390 a) conventional 
g23 7 1480 a) conventional 
g27 0–5 1310 a) conventional 

14–20 1460 a) conventional 

 

Table 2. Marginal generators under ramping constraints in case 1.

 

http://esrj.ru/


Energy Systems Research, Vol. 2, No. 2, 2019Tatiana A. Vaskovskaya

37

is studied in previous research. There are also voltage 
components in a range of -2.12 to 0.03 rub/MWh. Due to  
small values, there is no need to rigorously study them.

B. Case 2: LMPs with Limited Energy Constraints
To further consider LMP at node 8,  a limited energy 

generator with energy limit of 25 MWh was installed there. 
This generator can dispatch active power of less than or 
equal to 10 MW with a comparably low marginal cost. The 
generator provides the range of reactive power from –5 to 
5 MVAr. LMPs and generators' output are shown in Figs. 
11 and 12 while marginal generators are given in Table III. 

The Figures show that the generators' output and LMPs 
are smoothed out during 8-20 hours. With the help of the 
new limited energy generator, the system is able to refuse 
high price offers of generators 13, 23, and 27 at hours 
7–21, when the new generator is fully utilized replacing 
other resources.

As expected, there are less binding ramping constraints 
in the system. Ramp-up rates are achieved by generators 1, 
2, 22, and 27 at hour 7. Ramp-down rates are reached by 
generators 1 and 22 at hour 22 and by generator 2 at hour 
22–23. Nevertheless, the problem has not been solved.  We 
can see from LMPs in Fig. 12 that the amplitude of the 
ramping "cardiogram" curve has remained the same.  On 
the other hand, LMP at node 8 was lowered considerably 

(see Fig. 10), but the transmission constraint in line 6–8 is 
still binding.

The number of marginal generators under ramping 
constraints has increased. For example, generator 2 has 
become marginal with ramping type b during  a 3-hour 
interval from hour 21 to hour 23. LMPs at node 2 at those 
hours are 1393.05, 1304.33, and 1312.62 rub/MWh, 
respectively. Offer prices are 1370, 1320, and 1320 rub/
MWh, respectively. An average value of both price arrays 
is the same and is equal to 1336.66 rub/MWh. LMPs at the 
price-forming node 2 are formed taking into account the 
opportunity cost:
𝐿𝐿𝐿𝐿𝑃𝑃$,$& = 𝐶𝐶$,$& + 𝜈𝜈$,$$+ = 1393.05, 
𝐿𝐿𝐿𝐿𝑃𝑃$,$$ = 𝐶𝐶$,$$ − 𝜈𝜈$,$$+ + 𝜈𝜈$,$3+ = 1304.33, 
𝐿𝐿𝐿𝐿𝑃𝑃$,$3 = 𝐶𝐶$,$3 − 𝜈𝜈$,$3+ = 1312.62, 
𝜈𝜈$,$$+ = 0.8037629𝐶𝐶$,$$ + 𝐶𝐶$,$3: − 0.196238𝐶𝐶$,$& 
+0.1959979𝐶𝐶$$,$& + 𝐶𝐶$$,$$: − 1.001186𝐶𝐶$;,$$ 
−0.689971𝐶𝐶&,$3 − 0.120668𝐶𝐶$;,$3 
−0.005732𝐶𝐶&3,; = 23.05, 

𝜈𝜈$,$3+ = 0.887871𝐶𝐶$,$$ − 0.112129(𝐶𝐶$,$& + 𝐶𝐶$,$$) 
+0.1120759𝐶𝐶$$,$& + 𝐶𝐶$$,$$: − 0.762173𝐶𝐶&,$3 
−0.133295𝐶𝐶$;,$3 − 0.003237𝐶𝐶$;,$$ 
−0.003358𝐶𝐶&3,; = 7.38. 

 Marginal cost C13,7 (1450 rub/MWh) is connected with 
hours 21–23 through the binding energy limited constraint 
at hours 7–21. We can explain it by the following chain 
of events. The output of generator 13 at hour 7 should be 
slightly increased to lower the output of limited energy 
generator 8 at the same hour in order to support the ramping 
constraints of generator 2 at hours 22-23 by increasing its 
output at hour 21.

Let us consider the LMP formation at node 8 and 
its influence on price-taking LMPs during hours 7–21. 
The LMP is equal to 1458.33 rub/MWh. Price-forming 
resources make the following LMP components: 
Δ𝜆𝜆#,%–'(

) = 1418.05, Δ𝜆𝜆#,%–'(+, = 40.28. . Each of them is 

  
Fig. 11. Generator's power output under ramping constraints 
with limited energy generator (leg) in case 2.

Fig. 12. LMPs under ramping constraints with limited energy 
generator in case 2.

Generator Hours Marginal Cost Type 

g01 23 1300 a) conventional 
g02 6–7, 21–23 1320, 1370–1320 b) ramping 

8–20 1370 a) conventional 
g13 7 1450 a) conventional 
g22 21–22 1390 b) ramping 
g27 0–5, 22–23 1310 a) conventional 

 

Table 3. Marginal generators under ramping constraints with 
limited energy generator in case 2.

http://esrj.ru/


Energy Systems Research, Vol. 2, No. 2, 2019Tatiana A. Vaskovskaya

38

connected with price-forming marginal costs through 
price-bonding factors. After determining the limited 
energy generator LMP at considered hours, we can make 
the next step and switch the status of the node to marginal. 
Its variable output is responsive to changes inside each 
time period. Node 8, being price-forming, makes spatial 
LMP structure at hours 8–20 clear. There are two price-
forming nodes – each for zones of high and low LMPs 
under the influence of transmission congestion in line 6–8. 
Conventional marginal generator 2 supports incremental 
changes in demands and determines LMPs at nodes 1–7, 
9–12 (blue lines in Fig. 12). An incremental change in 
demand for nodes 19–30 (red lines in Fig. 12) is handled 
by node 8.

C. Case 3: LMPs with Energy Storage
In case 3, we choose a storage resource to be installed at 

node 8 instead of the limited energy generator. The storage 
resource is defined by the following parameters: 𝑆𝑆𝑆𝑆# = 10 MWh, 𝜂𝜂% = 1.01, 𝜂𝜂& = 0.95,  = 10 
MWh, ηg = 1.01, ηd = 0.95, Cd = 0, Cg = 500 rub/MWh.  
Optimization results after replacing the resource are shown 
in Figs. 13 and 14. Marginal generators are listed in Table 
IV. 

The results show that the storage resource has a more 
significant effect on LMPs in comparison to a limited 
energy generator. The reason lies in the demand side. At 
hour 6, the demand of the storage resource has replaced 
increased output of generators 13 and 27 at hour 7 in case 1. 
This considerably reduced the effect of ramping constraints 

on LMPs. Nevertheless, as is seen from Fig. 10, the LMP at 
node 8 has not changed much because of a required marginal 
cost of the storage resource and its inefficiency.

Charging phase of the storage resource begins at hour 
1 and continues until hour 6, excluding hour 5. During this 
phase, LMP is equal to 1339.37 rub/MWh and consists 
of Δ𝜆𝜆#,%&'

( = 1334.98 and Δ𝜆𝜆#,%&'
%* = 4.39 . Discharging 

phase lasts from hour 8 to hour 21 with LMP formed 
to be 2093.75 rub/MWh. This LMP is composed of 
Δ𝜆𝜆#,%&'(

) = 1464.33 and  Δ𝜆𝜆#,%&'(
%+ =	629.43 . Both LMPs 

are price-forming inside specific time periods. 
Thus, they augment the list of marginal generators in 

Table IV with costs 1339.37 and 2093.75 rub/MWh, which 
in turn were comprised by given marginal costs of all 
connected hours.

VI. coNclusIoN

This paper proposes a new methodology to express 
Locational Marginal Prices (LMPs) as the sum of spatial 
components due to transmission and voltage constraints, 
and temporal components due to intertemporal constraints. 
The most common forms of intertemporal constraints are 
taken into consideration, namely ramping constraints, 
limited energy constraints, and storage constraints. The 
proposed approach is innovative in introducing a new 
definition of multi-period marginal and price-forming 
resources and a novel technique to uncover the dependence 
of the LMPs on various types of marginal resources from 
different time periods. 

LMP decomposition is done for opportunity costs of 
marginal resources under intertemporal constraints. Each 
such resource brings marginal costs of adjacent periods 
multiplied by price-bonding factors into a current LMP 
structure. However, it is shown that the influence of the 
intertemporal constraints on the LMP varies considerably. 
Ramping constraints lead to "cardiogram" LMP curves. 
Limited energy and storage constraints smooth out the 
LMPs and price-bonding factors (PBFs) throughout the 

  
Fig. 13. Generator's power output under ramping constraints 
with storage (s) in case 3.

Fig. 14. LMPs under ramping constraints with storage in 
case 3.

Generator Hours Marginal Cost Type 

g01 22–23 1300 a) conventional 
g02 6–7 1320 b) ramping 
g13 7–9, 12–21 1400 a) conventional 

g27 0–5 1310 a) conventional 
8–21 1460 a) conventional 

 

Table 4 marginal generators under ramping constraints with 
storage in case 3

http://esrj.ru/
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considered period. Although the marginal status of storage 
refers rather to LMP difference during high and low pricing 
periods.

This paper handles the multi-period AC OPF in order 
to calculate the LMPs, which helps to reflect intertemporal 
constraints in the system when determining the LMPs. 
The developed methodology provides a complex temporal 
structure of price signals that can support useful information 
about the profitability of placing additional resources to 
manage net load variability and system congestion. The 
methodology has been tested on a 30-node energy system.
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Abstract — The paper is devoted to the identification 
of energy system facilities that are critical in terms 
of national and regional energy security. Levels of 
critical facilities of the industry are substantiated 
and an algorithm for their inclusion in the lists of 
federal or regional critical facilities is developed. A 
simulation mathematical model of gas industry and 
a model for estimating the adequacy of the electric 
power system of Russia are used to estimate the role 
of the facility in the system availability. The study 
involves modeling of the operation of Russia’s power 
and gas industries for the desired time interval given 
the factors affecting the operation of the systems. The 
proposed approach has been tested in the conditions 
of Russia’s gas industry and the Interconnected Power 
System of Siberia. The result of the research is a list 
of critical facilities of the gas industry at the federal 
level, which includes, along with the facilities of gas 
transportation network, the main compressor stations 
of gas fields and underground gas storage facilities, as 
well as critical facilities of the Interconnected Power 
System of Siberia.
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I. IntroductIon

National energy development should meet energy 
security requirements. Broadly speaking, there are two 
major requirements. The first one is long-term deficit-free 
supply of the required types of fuel and energy resources 
(FER) to domestic consumers, and the fulfilment of the 
obligations to export Russian FER under normal operation 
of the energy sector. The second requirement implies 
providing the conditions for meeting the domestic demand 
for all the types of FER, and for FER export in case of 
emergencies in the energy sector. The emergencies in 
the energy sector mean partial or complete simultaneous 
failure of a limited number of facilities. It is also important 
to consider large-scale emergencies when energy facilities 
(or individual energy systems) in several areas or even 
federal regions have to operate under abnormal conditions, 
for example, under abnormally low temperatures or other 
large-scale external (with respect to the energy sector) 
impacts . 

The second requirement necessitates well-grounded 
identification of critical facilities (CF) of the energy sector 
and of energy systems, i.e., identification of the facilities 
whose partial or complete failure can considerably reduce 
production capabilities of the energy systems or of the 
entire energy sector and result in shortage of relevant 
types of energy to be supplied to consumers. According 
to [1], CFs of the energy sector are the facilities whose 
partial or complete failure can result in inability to manage 
the economy of the Russian Federation, the economy 
of its entities or administrative-territorial units and in 
irreversible negative changes (destruction); or would pose 
a threat to population security. In terms of energy security, 
the identification of critical energy facility can be based 
on the following main negative consequences (in case 
of its considerable or complete failure): unacceptable 
losses suffered by consumers of final energy in case of 
undersupply of the required FER types. 

The energy sector and energy systems in different 
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periods may have different lists of critical facilities 
because the configuration of energy transmission systems, 
nodal loads of both consumers and producers change 
over time. Some facilities may lose their significance 
with time, whereas others more significant ones may 
emerge and their failure could be critical for production 
capabilities of the energy sector and energy systems of the 
country. An analysis of interrelated operation of energy 
systems within the energy sector allows finding out which 
CFs in the lists compiled for individual energy systems 
can be included in the list of CFs of the energy sector 
level. Negative consequences for consumers in case of a 
failure of a particular CF, given backup capabilities of the 
energy sector to reduce the negative consequences (FER 
interchangeability, diversification of their sources, etc.), 
can be a criterion for inclusion in such a list. Identification 
of critical facilities of the energy sector and compilation 
of their list make it possible to analyze and minimize 
the consequences due to different threats that may cause 
emergencies at the energy facilities, and to provide early 
preparation of CFs to operation under such conditions. It 
also allows concentration of material, financial and human 
resources to enhance the stability of the identified facilities 
operation and backup, when the resources are limited.

II. present-day state of the crItIcal facIlItIes 
IdentIfIcatIon probleM

This section presents a brief description of publications 
related to the issue. The focus of these publications is the 
identification of critical facilities in energy systems.

In [2, 3], the authors analyze a gas transport network to 
identify its critical units. The methodological approaches 
applied here are based on the topological network analysis 
with an accent on the issues of reliability and controllability. 
Such an analysis makes it possible to quantify the reliability 
of a gas transport network, and to estimate the role of 
each network component within various time intervals. 
As a case study, the authors present a real gas transport 
network in several EU countries. The paper presents the 
results of an analysis of such a critical infrastructure and 
shows the need to consider physical characteristics, such 
as limitations of the transmission capacity of gas pipelines. 
A special flow model was developed to estimate the 
aftereffects of negative external impacts on the gas supply 
to consumers. The vulnerability analysis is performed 
based on three aspects: global vulnerability analysis, 
demand robustness and critical pipeline analysis. The 
global analysis of vulnerability is performed considering 
possible disturbances at gas production and transportation 
facilities. The demand robustness analysis suggests 
assessing the ability of consumers to withstand external 
effects. In the critical analysis of gas pipelines, the authors 
address external factors affecting certain gas pipelines.

The authors of [4] present a method for identification 
and ranking of the critical components and their sets in 
technical infrastructures. The criticality of a component or 

a set of components is defined as vulnerability of a system 
to a failure of a certain component or a set of components. 
The paper also considers the problem of numerous 
simultaneous failures with synergetic aftereffects that 
complicate the problem. The proposed method allows 
solving this problem. As a case study, the authors propose a 
method for analyzing the distribution system in a Swedish 
municipality.

In [5], the authors propose a complex model for 
estimating the impact of interdependence between electric 
and gas systems on the reliability of power supply to 
consumers. The gas network operating conditions are 
modeled using constraints on the basic unit operation. 
Constraints on gas delivery may cause changes in the 
electric power industry operation. The case studies 
conducted by the authors proved that.

The authors of [6, 7] analyze possible impacts on the 
integrated gas and power networks. Failures in the gas 
system are shown to be more risky for an integrated energy 
system than failures in the power system. Therefore, the 
authors paid attention to possible control actions aimed at 
minimizing the negative effect of failures in the gas system. 
This approach can also be used for the cases when power is 
generated by gas-fired power plants. 

The research aimed at finding the methods to reveal 
critical (weak points, bottlenecks) places in electric power 
systems (EPSs) was started long ago. Here we present 
some papers published recently. In [8], the authors describe 
a technique for identification of critical damages in EPS 
by modeling failures of its components with Monte-Carlo 
method. In [9], the method proposed by the authors to 
identify weak points in power system, employs a cascading 
failure model for EPS vulnerability analysis. Following 
the analysis of a sequence of emergencies, the authors of 
[10] propose identifying the EPS weak points using two 
dominating (according to their opinion) vulnerability 
indicators: the difference between actual power flow and 
maximum allowable power flow limited by steady-state 
stability margin, and the minimum number of sequential 
critical EPS states that make manual control inefficient. In 
[11], the authors use Fault Chain Theory to determine the 
stability loss of EPS and its weak points. This paper offers 
a new indicator for vulnerability assessment to identify 
critical transmission lines and vulnerable EPS sections 
that contribute to rapid propagation of the system’s 
failure. Complex Network Centrality theory is used for 
identification of key EPS nodes. The authors of [12] present 
an algorithm and results of applying this theory. 

The analyzed papers focus mainly on technical aspects 
of the problem. Their authors propose methods for 
identifying CFs in energy systems and in gas networks. 
Thus, they assign different indices to different facilities 
of a system, to determine the system vulnerability in case 
of a failure of a given facility. In this study, we suggest 
accentuating the significance of the analyzed object for the 
system operability, and clarifying the level of criticality for 
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consumers if a certain object fails. The second level task 
is to determine the most critical situations for consumers 
under various combinations of failures in the system 
facilities.

Considering the previously gained experience, and 
based on an analysis of the research conducted worldwide, 
we developed an algorithm for compiling lists of critical 
energy system facilities that play an important role in 
operability of energy systems. This algorithm is exemplified 
by Russia’s gas industry. 

In this paper, critical facilities are identified for the gas 
industry of Russia represented by the Unified Gas Supply 
System (UGSS), and for the Unified Power System (UPS) 
of the country.

III. an algorIthM for coMpIlIng a lIst of  
crItIcal facIlItIes In the energy systeM

Natural gas is currently the major fuel in the fuel 
and energy balance of the country. Its share in the boiler 
and furnace fuel in Russia accounts for 74%. In Russia’s 
European part and in the Urals (where 88% of the RF 
population live), this share exceeds 90%, and in some RF 
entities, it is as high as 98-99%. 

The Unified Power System of Russia is a powerful 
infrastructure of the country, which provides joint operation 
of energy industries within a single energy sector, and 
connects them directly to final energy consumers. 

On this basis, at the first stage of the critical facility 
identification we will give detailed consideration to the 
Unified Gas Supply System and an electric power system 
of Russia, and on their example discuss the issues of:

• Developing an algorithm for the identification of CFs 
in a particular system;

• Building a procedure for assessment of negative 
consequences for the considered energy system due to 
partial or complete loss of the identified critical facility, 
in case of different emergencies; 

• Assessing the contribution of specific CFs in 
providing the availability of a certain energy system in 
emergencies;

• Developing a list of measures to minimize negative 
consequences caused by lower availability of each CF 
identified for the considered energy system. 

• Substantiating a list of invariant measures to minimize 
negative consequences caused by different emergencies 
at CFs identified in the considered energy system, given 
possible combinations of emergencies at different 
facilities. 
From the standpoint of energy security, the following 

two types of facilities can be recognized as CFs of an 
energy system: 
• Facilities whose failure may cause considerable 

undersupply of certain FERs countrywide (deficit in 
the relative amount δtotal and higher with respect to the 

total demand of the country for this type of FER). Such 
facilities can be considered as CFs of federal level;

• Facilities that are not included in the list of federal СFs 
according to this system, whereas their failure may 
cause considerable undersupply of certain FER at least 
in one region (deficit in the relative amount δreg and 
higher with respect to the total demand of the region 
for this type of FER). Such facilities can be considered 
as CFs of regional level.
For example, earlier, in [13], δtotal for the gas industry 

was taken equal to 5%. The value of 30% could be used as 
δreg as a first approximation. It should be kept in mind that 
these values are rather conventional and special studies are 
needed for their complex substantiation for each energy 
system. 

An algorithm for compiling a list of СFs for the regional 
and federal levels is given in Fig. 1.

IV. characterIstIc of the consIdered gas network 
and MatheMatIcal probleM stateMent

Let us consider a real situation in the gas industry of 
Russia. In 2018, gas production in Russia accounted for 725 
bcm (natural gas and associate gas of oil fields), the amount 
of gas imported from Middle Asian countries made up 8 
bcm. Domestic consumption in the same year (including 
auxiliary gas consumption by gas industry) amounted to 
490 bcm, gas export accounted for 244 bcm, including a bit 
more than 194 bcm to the non-FSU countries [14].

Existing territorial structure of Russia’s gas system has 

 
Fig. 1. An algorithm for compiling a list of СFs for the regional 
and federal levels of a particular energy system.
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a number of notable drawbacks. The main domestic gas 
consumer, European part of the country, is located 2-2.5 
thousand kilometers away from the gas production areas. 
More than 85% of Russian gas today is produced in the 
northern areas of Tyumen region (NATR). NATR gas is 
transported at long distances via multiple-line corridors 
with dramatic concentration of gas flows in one corridor. 
These corridors have a large number of intersections and 
joints. The lines within one corridor are sometimes located 
very close to one another. Today, there are more than 
20 intersections of the main pipelines in Russia, which 
are potentially risky for the Unified Gas Supply System 
operation. Failure in some of them may reduce gas supply 
to domestic consumers throughout the country by 85% and 
lead to practically complete failure of gas export (subject 
to 50% reduction in gas supply to domestic consumers). 

Previous studies [13, 15] showed critical facilities in 
Russia’s gas system (20 intersections of the main pipelines). 
Meanwhile, the issue of including the remaining facilities 
of the gas industry in the list of critical from the standpoint 
of energy security was not considered. Along with a large 
number of intersections of the main pipelines at the nodal 
booster stations and outside them, the main compressor 
stations at the fields and underground gas storage facilities 
(UGSFs) are major facilities that ensure gas industry 
availability. 

Currently, 22 UGSFs are in operation in Russia’s gas 
transport system, 5 UGSFs of Gazprom Group operate 
outside Russia (3 in Belorussia, 1 in Armenia and 1 in 
Germany), 7 UGSFs (where Gazprom Group is a co-
investor) are operated in the gas network of European 
countries. All those UGSFs are taken into account in a 
specially developed Gas Flow Model (within Oil and Gas 
of Russia software) [13, 15, 17] that allows an analysis 
of all the aspects of both the Unified Gas Supply System 
of Russia and Gas Transport Systems (GTS) of European 
countries that are technologically connected to it. The 
computational model contains 382 nodes, including the 
above UGSFs, 28 gas sources (in the model they are main 
compressor stations (CS)), 64 gas consumers, 268 nodal 
CS, and 628 arcs representing main pipeline corridors and 
individual main pipelines, and branches to distribution 
networks. 

Mathematically considered related GTS is represented 
as a network changing in time. The nodes of this network 
have businesses of production, processing and consuming 
material flows serving as connections between the 
businesses. To estimate the system state after a disturbance, 
the minimum consumers’ energy resource deficit at 
minimum costs of its delivery serves as an optimum flow 
distribution criterion. 

Change in the system’s facilities condition requires that 
the flow distribution problem be solved for the maximum 
energy carrier supply to the consumer, i.e., in this case, the 
model is formalized as a maximum flow problem [18, 19]. 
Calculation graph is completed with two fictitious nodes: O 

is an aggregate source, S is a total sink. Additional sections 
are introduced to connect node O with all the sources 
and all the consumers with node S. Mathematically, the 
problem has the form:
   max ƒ (1)
subject to:
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of arcs ‘leaving’ node j; ƒ is a value of total flow in the 
network; xij is a flow over the arc (i, j); dij is constraints on 
flow in the arc (i, j). 

Problem (1)-(3) on the maximum flow in the general 
case does not have a unique solution. The next step is 
solving the problem on maximum flow at minimum costs, 
i.e., minimization of the cost functional:
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where Сij is price or specific costs of the energy resource 
transportation. 

A complex approach to solving the problems stated 
for the entire process chain of UGSS makes it possible to 
obtain an aggregate estimate of production capabilities of 
the entire system under extreme conditions. The solutions 
will be the determined potential for meeting the gas demand 
and possible gas undersupply to consumption nodes in 
case of an abnormal situation. These results can be used 
for compiling a list of facilities whose failure can cause 
potential gas deficit in the network. Let us rank this list 
based on the relative amount of gas deficit in the network. 
By excluding the facilities whose loss will lead to lower 
potential gas deficit in the network than the previously 
assigned value, e.g., 5%, we can get a list of CFs for the 
gas industry. This list should also be ranked based on the 
extent of impact on the network operability.

V. results of studIes on the gas Industry

Relevant studies were performed using the above 
model of Russia’s gas industry. Input conditions for 
the calculations are an average day of maximum gas 
consumption based on statistical data on gas consumption 
by region as of January 2018. Network operation on such a 
day can be considered to be at its maximum with respect to 
the average annual load. Total gas flow in the network on 
such a day, given gas export, made up around 2250 mcm. 
The results of the studies show that the potential gas deficit 
for consumers will be observed in case of a failure of 441 
facilities of the Russian gas industry (242 nodes and 199 
arcs of a network calculation graph). A threshold of the 
potential gas deficit (δtotal of 5% of the total gas demand) 
was exceeded by 61 facilities, with one facility failed. 
These facilities should be put on the CF list of federal level. 
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These facilities include 25 arcs between nodal compressor 
stations and 36 nodes that include 30 nodal compressor 
stations, five main compressor stations of large gas fields, 
and one UGSF. The calculated values of relative gas deficit 
in the network in case of failure of specific nodes and arcs 
that are ranked based on the gas deficit decrease are given 
in Table 1 (the actual names of the facilities are replaced by 
conventional numbers).

Data in Table 1 show that in case of shutdown of each 
of the first eight gas industry facilities from the list of CFs 
of federal level, relative gas deficit in the system can be 
around 20% of the total demand. Shutdown of each of 
subsequent 15 facilities may limit gas flow in the system 
by about 10-16%. Failure of all the other facilities from the 
CF list may cause 5-9% relative gas deficit in the system.

VI. stateMent of the probleM on IdentIfIcatIon and 
rankIng of crItIcal facIlItIes of power systeM, and 

solVIng technIque 
Electric power system is a complex technological 

infrastructure characterized by a number of specific features 
to be considered when identifying its critical facilities:
• Operation of EPS varies within a year depending on 

power consumption and capacity utilization, which 
depend on the season. While identifying CFs, it 
is necessary to analyze all of them, as the facility 
significance can be revealed not only when power 
consumption is maximum. Moreover, the maximum 
power consumption in different areas may fall both on 
different days and on different months;

• Considering the consumption, it is advisable to take into 
account scheduled maintenances of energy equipment, 
since the maintenances render additional impact on the 
system operation, i.e., on the possible power shortage 
and electricity undersupply in case of an analyzed 
facility failure;

• Apart from the failure of the analyzed EPS facility 
within the calculated period, any other equipment in 
operation may fail, thus aggravating the situation.

According to the above said, to identify and rank 
the EPS CFs, it is advisable to use a model simulating 
EPS operation during a year taking into account all the 
factors that impact on the power shortage and electricity 
undersupply. A model for estimating the EPS adequacy 
is advisable to be taken as a basis for such a model [20]. 
This model simulates multiple operating conditions of 
EPS within a year using Monte-Carlo method in terms 
of scheduled and emergency maintenances, regular and 
random load fluctuations. The model consists of three 
computational blocks:

1. A block for developing the computed EPS states; 
2. A block for identifying power shortages for the 

developed EPS states; Mathematical statement of this 
problem is as follows [5]:

Estimating the power deficit of the th EPS state, 
k = 1, ... , N find

Node # Node name 
Annual load 
maximum 

MW 

Available capacity 
MW 

Own reserve 

MW % of 𝑃𝑃"#$%  

1 Omsk EPS 1782 1479 -303 -17 
2 Novosibirsk EPS 2690 2730 40 1.49 
3 Tomsk EPS 1302 918 -384 -29.49 
4 Altay EPS 1884 1444 -440 -23.35 
5 Kemerovo EPS 4535 5028 493 10.87 
6 Krasnoyarsk EPS 6235 12006 5771 92.56 
7 Khakassia EPS  2155 5430 3275 151.97 
8 Tyva EPS 152 40 -112 -74.01 
9 Irkutsk EPS 7570 12550 4980 65.79 
10 Bodaibo load center  90 20 -70 -77.78 
11 Buryatia EPS 945 898 -47 -4.97 
12 Trans-Baikalia EPS 1260 1156 -104 -8.25 
                          IPS of Siberia 302251 43699 13474 44.58 

* - a node belongs to production facilities, i.e., to gas compressor stations at the gas fields;  
** - a node belongs to UGS facilities. 

Table 2. Characteristics of reliability zones in ips of siberia

Table 1. Calculated relative gas deficits in the networks on the 
maximum gas consumption day of january 2018 in case of 

failure of facilities referred to federal critical facilities of UGSS
CF ordinal number 
in the ranked list 

Facility 
type 

Gas deficit due to  
CF failure, % 

1, 2, 3, 4 Node 21 
5, 6, 7 Arc 21 
8 Node 19 
9, 13, 14 Arc 16 
10a

*, 11, 12, 15 Node 16 
16 Arc 12 
17, 18, 19, 22, 23 Node 10 
20 ,21 Arc 10 
24 Node 9 
25, 26, 28a Node 8 
27 Arc 8 
29, 31, 33, 35, 37, 39, 41 Arc 7 
30a, 32, 34, 36, 38, 40 Node 7 
42, 48, 50 Arc 6 
43a, 44a, 45, 46b

**, 47, 49, 51 Node 6 
52, 55, 56, 59, 60 Arc 5 
53, 54, 57, 58, 61 Node 5 

* - a node belongs to production facilities, i.e., to gas compressor stations  
  at the gas fields;  
** - a node belongs to  underground gas storage facilities. 
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and linear inequality constraints on variables
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, , , , ,  0≥iy 0≥ix 0≥ijz ni ,...,1= nj ,...,1= ji ≠ ,(10)

where: xi – available power at node i,  kix  – available 
generating capacity at node i , yi - load covered at node i , 
ȳi

k - load at node i, zij , – power flow from node i to node j, 

 
k
ijz  – transfer capability of a power line between nodes i and  

j , aij specified positive coefficients of specific power losses at 

its transmission from node i to node j, i ≠ j, i = 1, ... , n, i ≠ j, 
k = 1, ... , N.

3. A block for computing the mathematical expectations 
of electricity undersupply and power shortage. 

To identify and rank the EPS CFs, the following 
procedure is proposed:

1. Compile a list of EPS facilities to determine the 
mathematical expectation of power shortage and 
mathematical expectation of electricity undersupply in 
case of their failure. This can be done in several ways: 

• by sequential search of power plants and 
transmission lines within one facility;

• by sequential search of EPS facilities assigned 
by experts. 

2. Assess the adequacy of all the selected options for 
sequential search depending on the method selected at 
the first step. 

3. Determine the mathematical expectations of power 
shortage and electricity undersupply for each option. 
The assessment can be made for any a priory specified 
time interval, namely, for a year, month, day, and hour.

4. Rank the results obtained. 
5. Identify the facilities with the highest impact on the 

mathematical expectation of power shortage and 
electricity undersupply.

6. Identify and rank the EPS CF.

VII. experIMental studIes on eps cf IdentIfIcatIon

The process of EPS CF identification is demonstrated 
by the example of Interconnected Power System of 
Siberia. The interconnected Power System of Siberia 
(IPS of Siberia) is a large power interconnection within 
The Unified Power System of Russia. The IPS of Siberia 
includes large thermal and hydro power plants (TPP, HPP) 
and 220 and 500 kV transmission lines (TL). A schematic 

Tie No.  Connected power systems  Transfer capability of a tie, MW 
1 1. Omsk – 2. Novosibirsk  1305 
2 2. Novosibirsk – 4. Altay 1440 
3 2. Novosibirsk – 5. Kemerovo 950 
4 3. Tomsk – 5. Kemerovo 1170 
5 3. Tomsk – 6. Krasnoyarsk  780 
6 4. Altay – 5. Kemerovo 950 
7 4. Altay – 6. Krasnoyarsk 850 
8 5. Kemerovo-6. Krasnoyarsk 1560 
9 5. Kemerovo-7. Khakassia 1650 

10 6. Krasnoyarsk-7. Khakassia 3400 
11 6. Krasnoyarsk-8.  Tyva 135 
12 6. Krasnoyarsk-9. Irkutsk 3630 
13 7. Khakassiya. Tyva 135 
14 9. Irkutsk-11. Buryatia 885 
15 10. Bodaibo load center – 11. Buryatia 66 
16 11. Buryatia -12. Trans-Baikalia 410 

* - a node belongs to production facilities, i.e., to gas compressor stations at the gas fields;  
** - a node belongs to UGS facilities. 

Table 3. Transfer capabilities of inter-zone ties of IPS of Siberia.

Fig. 2. Level of modeling the IPS of Siberia for CF identification.
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diagram of IPS of Siberia [5] and a transformed model of 
the IPS of Siberia for identification of its CFs is given in 
Fig. 2.

Division of the IPS of Siberia into reliability zones is 
done according to the division into the RF entities. The 
exception is the Bodaibo load center which formally belongs 
to the Irkutsk region but in fact is connected to the power 
system of the Republic of Buryatia (RB).

The reliability zone characteristics in the calculation 
model of IPS of Siberia are given in Table 2.

Transmission capacities of inter-zone ties in the 
calculation model of the IPS of Siberia are given in Table 2. 

Transmission capacities of inter-zone ties in the 
calculation model of the IPS of Siberia are given in Table 
3. To identify critical facilities in the IPS of Siberia, at the 
first stage we select (in an expert way) a number of power 
plants in the reliability zones and TL in the inter-zone ties 
whose loss will be modeled in the course of the studies. As 
reliability zone is a concentrated hub without constraints 

on the transfer capability, the largest power plants in each 
zone will make the highest contribution to the mathematical 
expectations of electricity undersupply and power shortage. 
Therefore, in the first stage of the experiment, we will 
sequentially disconnect the largest power plants in each 
zone. Characteristics of the disconnected power plants are 
given in Table 4.

Reliability zones of the IPS of Siberia were clustered 
following the principle of dividing the Russian Federa-
tion into entities, with the exception of Bodaibo energy 
system that administratively belongs to Irkutsk region but 
is actually connected to Buryat energy system.

As is seen from Table 5, in terms of power supply to 
consumers, only Mamakan HPP in Bodaibo load center 
can be referred to as the CFs of the IPS of Siberia. In the 
other reliability zones, the failure of the largest power plant 
did not result in higher electricity undersupply ei-ther in 
this zone or in the IPS of Siberia, i.e., the IPS of Siberia has 
sufficient generating capacity backup to meet the power 
demand in case of a failure of the largest power plants at 
each node of the considered system. 

Similar failures were modeled at transmission 
lines of all the inter-zone ties of the IPS of Siberia. A 
series of calculations were performed with step-by-step 
disconnection of the largest line in each inter-zone tie. The 
transmission lines disconnected during the experiment are 
given in Table 6.

After a number of calculations, the values of mathemati-
cal expectation of electricity undersupply in the IPS due to 
a ‘failure’ of the indicated TL were obtained. The re-sults 
are given in Table 7.

As is seen from Table 7, the mathematical expectation 
of electricity undersupply in the IPS of Siberia changed 
negligibly. The values are high only in the case of failure 
of the largest TLs in the inter-zone ties Omsk-Novosibirsk, 
Bodaibo-Buryatia and Buryatia - Trans-Baikalia. As to 
the required power production of 663 billion kWh in the 

Node # Node name Power plant 
Available 

capacity of 
PP, GW 

1 Omsk EPS TPP 5 0.73 
2 Novosibirsk EPS TPP 5 1.20 
3 Tomsk EPS JSC SHK 0.43 
4 Altay EPS Biysk TPP 0.51 
5 Kemerovo EPS Tom-Usinsk TPP 1.34 
6 Krasnoyarsk EPS Krasnoyarsk HPP 5.76 

7 Khakassia EPS 
Sayano-

Shushenskoye 
HPP 

5.33 

8 Tyva EPS Kyzyl TPP 0.17 
9 Irkutsk EPS Bratsk HPP 4.22 
10 Bodaibo load center Mamakan HPP 0.09 

11 Buryatia EPS Gusinoozersk 
TPP 1.16 

12 Trans-Baikal EPS Kharanorsk TPP 0.67 
 

Table 4. Power plants of ips of siberia that were disconnected in 
the course of studies.

Node Node name 

Math. expect. of 
electricity  undersupply 

without power plants 
disconnection, kWh 

Math. expect. of 
electricity  undersupply 

after power plants 
disconnection, kWh 

Math. expect. of electricity 
undersupply in the reliability 

zone where  power plants 
were  disconnected, 

kWh   
1 Omsk EPS 3 29 0 
2 Novosibirsk EPS 0 30 0 
3 Tomsk EPS 0 26 0 
4 Altay EPS 0 23 0 
5 Kemerovo EPS 0 20 0 
6 Krasnoyarsk EPS 0 23 0 

7 Khakassia EPS 0 32 0 
8 Tyva EPS 0 24 0 
9 Irkutsk EPS 0 32 0 
10 Bodaibo load center 0 401 358 
11 Buryatia   EPS 0 30 0 
12 Trans-Baikalia EPS 24 30 27 
System 27  

 

Table 5. Effect due to disconnection of electric power plants in the reliability zones of IPS of Siberia.
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entire IPS, the ‘failure’ of the above TLs does not lead to 
considerable changes. Locally, however, for the reliability 
zones connected by the above given TL, their ‘failure’ can 
result in considerable elec-tricity undersupply. 

Thus, the analysis of the IPS of Siberia in terms of 
critical facilities from the energy security perspective re-
vealed that in the present-day contexts, Mamakan HPP and 
500 kV Tavricheskaya-Barabinsk TL; 220 kV Taksi-mo-
Mamakan TL; and 220 kV Gusinoozersk TPP - Pe-trovsk-
Zabaikalsky TL could be referred to as CFs of EPS of 
regional level. 

VIII. conclusIon

This paper has demonstrated the examples of imple-
menting the approaches to the identification of critical 
facilities of energy systems in Russia’s gas and electric 
power industries. A list of CFs has been developed for 
the gas industry. As to the power industry, an analysis of 
the situation in the IPS of Siberia has shown that the IPS 
of Siberia has sufficiently high reserves both in terms of 
generating capacities, and in terms of networks. Howev-er, 
the studies have revealed a number of CFs that have to be 
paid special attention to while planning the expansion of 
the IPS of Siberia. 

The facilities identified during the studies should be 
paid thorough attention to in order to provide the sur-
vivability of the gas industry, the entire energy industry 
and, subsequently, energy security of the country and 
its regions. Organizational measures should be taken to 
prevent emergencies, primarily at those facilities. The 
strategic objectives of developing the industries analyzed 
may include identification of directions and ways for re-
ducing the significance of relevant CF in the potential ES 
availability. After gaining the experience in identifying the 
CFs in the gas and energy industries, the studies could be 
extended to identifythe CFs in other energy systems, and in 
the energy sector as a whole.
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Abstract — The paper shows the imperfection (in terms 
of microeconomics) of markets organized in the electric 
power industry. This imperfection is caused by special 
properties of the electric power systems (EPSs) that 
underlie the power industry. An analysis presented in 
the paper shows that these properties make it impossible 
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electricity markets. The imperfect markets require 
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Deregulation of prices leads to negative consequences, 
which is the case in the power industry of Russia.
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There are four main models of electricity markets 
that were established in different countries during the 
reform (they will be listed in the paper). In two of them (a 
regulated monopoly and a single buyer), the state regulates 
electricity prices. The two other models have a fundamental 
difference – there is no price regulation (deregulation) in 
the wholesale market or wholesale and retail markets. This 
deregulation of prices, which is effective and admissible 
only when competition in the market is perfect, is the main 
focus of this paper. These two models with free-of-control 
prices will be called competitive markets. The question is 
if it is possible to provide perfect competition in electricity 
markets and switch from regulated markets to competitive 
ones?

The causes of reforms in the electric power industry 
and the goals posed are country-specific. In developing 
countries reforms were a result of insufficient governmental 
funds to ensure the required power development, and the 
main goal, therefore, was to attract private (including 
foreign) investments. Some countries, however (for 
example, China and India), retained the regulation of 
electricity prices, as their liberation under the conditions 
of power shortage was just impossible. These countries did 
not deregulate the industry, i.e., did not make a transition 
to a competitive market. At the same time, some other 
countries (for example, Chile, Argentina, and Brazil) 
created competitive wholesale electricity markets.

In the majority of developed countries, the main cause of 
reforms was high electricity prices, and the reforms aimed 
to decrease them. Competition in electricity generation and 
sales was expected to enhance the efficiency and decrease 
production costs and, hence, the prices for the final 
consumers. Many developed countries (England, some 
states in the USA, Australia, and Scandinavian countries) 
have deregulated their power industries and organized 
competitive wholesale and retail markets with free prices.

Meanwhile, the experience of the past years [2–12] 
shows that electricity deregulation (or liberalization) often 
leads to the opposite results, i.e., to a price rise, lack of 
investments, power shortage, and decrease in electricity 
supply reliability (including blackouts). The initial concepts 
of reforms are revised (reform of the reforms), the process 
of reforms is delayed (none of the countries has completed 
reforms), electricity markets grow more complicated, the 
proposals are put forward to restore regulation, etc.

I. IntroductIon

At the end of the 20th century, many countries of the 
world started restructuring their electric power industry 
with the organization of one or another type of market. 
Before this, in most of these countries, power industry was 
a regulated natural monopoly, i.e. an industry in which 
positive scale effect was so large that one firm could 
produce all products (electrical energy) at lower costs 
and prices than two or more firms. In other words, it was 
economically advantageous to have one company, and, 
for this company not to abuse its monopoly position, to 
introduce government regulation of its activities, including 
the establishment of rates for electricity supplied to the 
consumer.

In the early 1990s, during the privatization of state 
property, Russia organized the federal wholesale electricity 
market according to the “Single Buyer” model (see below), 
and then, in 2001, after the Russian Government issued 
Resolution No. 526, the transition to a competitive market 
began (with unregulated prices) [1]

http://esrj.ru/
mailto:belyaev%40isem.irk.ru?subject=
http://dx.doi.org/10.25729/esr.2019.02.0005


Energy Systems Research, Vol. 2, No. 2, 2019Lev Belyaev

52

The main goal of this paper is to show a general 
imperfection of the electricity market, the flaws of the 
competitive market, and the necessity (inevitability) of 
state electricity price regulation. The problems arising 
from the deregulation of electricity markets include:
• An increase in the wholesale electricity prices from the 

level of average costs throughout the EPS (under price 
regulation) to the level of costs of the least efficient 
(marginal) plant. This leads to additional expenses 
for consumers and extra profits (so-called producer’s 
surplus) for power generation companies (PGCs).

• Difficulties in financing the construction of new power 
plants, including the “price barrier” to new power 
producers, which may cause a capacity shortage and 
a greater wholesale price increase. This will place a 
further burden on electricity consumers, whereas 
producers will start to get a monopoly profit. 

These and many other problems will be discussed in the 
paper. At first, the effects of the creation and integration of 
electric power systems will be shown. These effects are 
largely determined by the special properties of electric 
power systems, which determine the imperfection of the 
electricity markets and their differences from markets 
in other industries. An individual section of the paper is 
devoted to the EPS properties and their influence on various 
market models. Then, the conditions (requirements) under 
which perfect competition in the markets is ensured, 
and the possibilities (or rather impossibility) of their 
implementation in the electric power industry are specified 
in detail.

The paper relies on the studies conducted by the author 
([13-22]), as well as publications of researchers from 
Russia and other countries.

II. benefIts of creatIng and InterconnectIng epss 
It is well known (see, for example, [23–26]) that some 

objective reasons and factors have given rise first to the 
creation of, and increase in EPS capacity with an extension 
of the territory served and then to the expediency of their 
interconnection. On the whole, they impart a distinctive 
economic property to EPSs—economies of scale, i.e., 
an integral effect of a decrease in costs of production, 
transportation, and distribution of electricity (and its price) 
with growing EPS sizes. This property is seen in the case of 
both individual EPSs and their integration, encouraging the 
creation of power interconnections of increasingly higher 
levels. 

Let us consider at first the factors contributing to the 
formation and expansion of EPSs. Among them are the 
following:

• A decrease in the required capacity reserves. The 
increase in the total number of power units is known to 
decrease the probability of simultaneous emergencies of 
their specified share (percentage) (see, for example, [27]). 
As a result, the share of standby units to ensure the same 

reliability level of the power supply is reduced with the 
growth of their total number. This concept is illustrated 
quantitatively in [24] Dependence of the required 
emergency reserve on the total installed capacity of EPS 
proves to be nonlinear, namely, the reserve required 
increases to a lesser extent than does the total capacity 
of EPS. This objective regularity gave impetus to EPS 
formation, increase in EPS capacity and territorial 
coverage, as well as the interconnection of EPSs.

Here we note the following factors:
 ― The considered effect is achieved by the increasing the 
number of units regardless of their capacity, i.e., the 
“scale” in this case emerges in the growing number 
of units (blocks) of power plants, rather than in their 
capacity.

 ― The effect is realized by the construction of transmission 
lines interconnecting power plants and consumer 
substations into the unified whole. Hence, this effect 
is typical of an EPS as a whole—in the interaction 
between the spheres of electricity generation and 
transportation (distribution).

 ― With an increase in the size (total capacity and area) 
of an EPS and preservation of its integrity, the effect 
will “fade away,” i.e., it will decrease in the relative 
value but continue to increase in the absolute one. 
This regularity can be violated by splitting the EPS 
into spheres and the spheres into several individual 
companies.
• Improvement in specific economic indices of EPS 

facilities with the enlargement of power plants and an 
increase in transfer capabilities of transmission lines. 
This trend is well known. It showed up in the process of 
EPS dimensions growth when it became possible (and 
economically sound) to construct power plants of higher 
capacity with larger units and higher voltage transmission 
lines. At present, the unit capacity of blocks of coal-fired 
steam turbine plants and nuclear power plants with thermal 
reactors has virtually reached its economic limit. Further 
increase in their capacity does not lead to a decrease in their 
specific capital investments. However, it is still reasonable 
to construct such power plants with blocks of high 
(economically sound) unit capacity, if their commissioning 
is needed for the optimal EPS structure. Of special 
importance are hydropower plants (HPPs), whose capacity 
depends on specific river conditions (water heads and flow 
rates); gas-fueled combined cycle power plants (CCPPs), 
whose rather low specific investments can be achieved at 
low capacities of blocks; and also nuclear power plants 
(NPPs) with fast reactors, whose unit capacity has not 
yet reached an economic limit. The transfer capability of 
transmission lines, especially DC lines, can also increase.

Note that this factor is often considered as economies 
of scale in the electric power industry. It is asserted, in 
particular (for example, in [28]), that with the appearance 
of CCPPs the economies of scale have been lost. However, 
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this is not so. Firstly, this factor is one of many considered 
here. Secondly, the emergence of highly cost-effective 
CCPPs cannot lead to the "destruction" of EPSs or stop 
the increase in their dimensions. CCPPs, on the contrary, 
increase the variety of types of generation capacities 
and possibilities for the creation of their more optimal 
structure, i.e., enhance the overall efficiency of electricity 
generation, in particular at EPS expansion.

Construction of CCPPs by independent power 
producers (IPPs) in regulated monopolies is a special 
case. The high efficiency of CCPPs makes it possible for 
IPPs using them to successfully compete with monopoly 
companies. In this situation, it is expedient to connect IPPs 
to the EPS networks owned by the monopoly company 
and conclude corresponding contracts for electricity 
supply. Such a condition is laid down by the Law in many 
countries (the USA, Japan, China, etc.). At the same time, 
the monopoly companies themselves can construct CCPPs, 
which is practically the case.

• Improvement in economic indices of EPS as a whole 
owing to the technological progress in any sphere of 
electricity production, transportation, or distribution. The 
impact of technological progress is observed constantly and 
the EPS (as a system) “accumulates” the effects achieved 
in any of the spheres. Specific technological innovations 
are highly diverse. However, on the whole, they improve 
the EPS efficiency (reduce electricity prices and tariffs 
for final consumers) and contribute to the growth of their 
scales in both territory and capacity. Examples of the latest 
achievements in technological progress are the creation of 
the aforementioned highly efficient CCPPs and the design 
of the FACTS (Flexible Alternating Current Transmission 
Systems), increasing transfer capability and controllability 
of AC transmission lines (see, for example, [29]).

When an EPS is split into spheres and numerous 
independent companies, as is the case at the transition 
to the competitive market, the effect of technological 
innovations can “remain” in the companies and not “apply” 
to consumers.

• Optimization of structure, schemes, and operating 
conditions of EPSs, whose possibility (and necessity) 
enhances the economic efficiency of power supply to 
consumers, reduces costs in the system and electricity 
prices. Optimization implies the selection of the most 
economically efficient power plants and transmission lines 
and the best modes of their usage. This factor, therefore, 
contributes to the formation of EPSs and assists their 
expansion (an increase in EPS dimensions).

• A decrease in the share of administrative expenses 
with the growth of EPS scales, which is typical of vertically 
integrated companies that monitor the whole system. Such 
a trend occurred everywhere in the last century. Nowadays, 
in the countries entering the competitive market, in which 
the single monopoly companies are split into sets of 
generating, network, and sales companies, these expenses 
have not fallen but risen instead.

In general, as was already mentioned, the indicated 
factors create economies of scale, providing an incentive for 
the formation of EPSs, successive increase in their capacity, 
and territorial expansion. In the planned economy countries 
(including the USSR), this process was centrally managed. 
In the market economy countries, in the first half of the 
twentieth century, it brought the natural monopolies in the 
electric power industry into being that should be regulated 
by the State to prevent them from taking advantage of their 
monopoly position. Formation of the regulated natural 
monopolies was a structural transformation of the electric 
power industry in these countries in comparison with the 
free market that existed there previously. The deregulation 
of the power industry taking place in some countries is a 
reverse transformation (return to the competitive, though 
institutionalized, market). Now, we pass on to the effects 
owing to the interconnection of EPSs with the formation 
of interconnected EPSs (IPSs) within one country and the 
unified or national EPS of the country (UEPS or NEPS). 
These effects are also well known and studied. Therefore, 
they will be commented on briefly. Part of the effects is due 
to the same factors that were mentioned above; however, 
there are specific factors as well.

The key effects achieved owing to the interconnection 
of EPSs are as follows [24]:

1. Power transfer from an EPS with cheaper electricity to 
an EPS with a more expensive one 

2. Reduction in the required emergency and repair 
capacity reserves

3. A decrease in coincident maximums and leveling of the 
joint load curves of consumers

4. Possibility of constructing large-scale power plants 
with larger units

5. Rationalization (coordination) of putting into operation 
large power plants in EPSs to be interconnected

6. Improved usage of power plants when interconnecting 
EPSs with different structures of generation capacities

7. Environmental, social, and other effects

A decrease in the necessary emergency reserves (point 
2) and the possibility to construct larger power plants 
(point 4) were also important in the creation of individual 
EPSs. The rest of the effects may be treated as specific 
ones that emerge when interconnecting EPSs. In concrete 
IPSs or NPSs, not all the enumerated effects but only a 
combination of them or even only one key effect can 
naturally be found.

Each effect has to be estimated in monetary terms (in 
rubles, dollars, etc.) in one way or another, and if their sum 
exceeds the cost of an intersystem electric tie (ISET), it is 
advisable to interconnect EPSs. As a rule, the economic 
assessment of the effects, in particular, the environmental 
and social effects, proves to be difficult enough. It requires 
special calculations based on appropriate mathematical 
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models [24]
Note that the specific features of realizing different 

effects are important for a further study of the electricity 
markets. These features are stipulated in particular by the 
fact that many effects owing to the interconnection of 
EPSs are expressed in generation capacity saving, and are 
achieved by the construction of intersystem transmission 
lines. Some market models propose the separation of the 
spheres of electricity generation and transmission (and 
distribution) and the creation of independent

generation and network companies. In this case, the 
network companies will bear the costs and the generating 
companies will take advantage of the effect. Such an 
inconsistency (in comparison with single vertically 
integrated companies) will complicate the substantiation 
of the ISET efficiency, and hence the interconnection of 
EPSs.

Transmission (export) of cheap electricity from one EPS 
to another will shift the construction of new power plants, 
and, as a result, the former EPS will become surplus and the 
latter will be deficient. At the same time, it may influence 
electricity prices: they can fall in the receiving EPS and, 
on the contrary, rise (electricity demand will increase) in 
the transmitting (exporting) one. In different models of 
electricity market organization, these factors will show up 
in different ways. In the markets with regulated electricity 
prices, such an export may be mutually beneficial if the 
export price is set within the range of prices of EPSs to be 
interconnected. Then, the consumer price can be reduced in 
the exporting system owing to the export earnings, and in 
the receiving system owing to cheaper electricity received. 
In competitive markets with free prices, electricity export 
will cause a loss to consumers of the transmitting system 
because of an increase in electricity demand and prices.

The following two types of effects—a decrease in 
the required reserves and a coincident maximum load 
(in comparison with the sum of maximums for EPSs 
at their isolated operation)—directly lead to savings in 
generation capacities. They may be called "capacity" 
effects of interconnecting EPSs. These effects are very 
substantial for some countries. They are typical of the EPS 
as a whole at joint consideration (efficiency assessment) of 
the electricity generation and transmission spheres when 
construction of transmission lines decreases demand for 
generation capacities of EPSs to be interconnected and the 
total costs for EPS expansion.

The capacity effects of interconnecting EPSs 
are observed at any type of generation facilities and 
transmission lines. This fact is often underestimated when 
one speaks of the loss of the economies of scale in the 
power industry. The economies of scale imply not only the 
economic feasibility of increasing power plant sizes and 
transfer capability of transmission lines. It is typical of 
EPS as a system, i.e., the costs in the transmission sphere 
decrease the costs in the electricity generation sphere. It 
cannot disappear and will constantly manifest itself with 

an increase in EPS scales if it is not split into spheres and 
sets of companies. 

The considered three types of effects also occur when 
EPSs of different countries are interconnected. The intensive 
formation of interstate electric power interconnections 
(ISEPIs) in almost all world regions proves it [24] 
Hence, the economies of scale are inherent in EPSs both at 
the national and at the interstate levels.

The rest of the effects will not be commented upon. As 
a rule, their realization depends on the electricity market 
type to a lesser extent. They are described in greater detail 
in the mentioned papers, in particular in [24]

III. propertIes of epss

Sets of physicotechnical, economic, social, and 
environmental properties are surely typical of EPSs. In 
our discussion below, consideration is given to those 
influencing market organization in the power industry 
in one way or another. Based on the variety of possible 
market types (models), the display of these properties will 
be noted in different (and sometimes in all) market models.

Here, the most general idea about models of electricity 
market organization seems to be expedient for further 
illustration of the impact of different properties of EPSs on 
them. Figure.1 presents four major models of the electricity 
market [28, 31]:

1. Regulated natural monopoly (absence of 
competition), which was already mentioned above. 
In the electric power industry, these are the so-called 
vertically integrated companies embracing all the spheres 
of electricity production, transportation, distribution, and 
sale. This market form has given rise to restructuring or 
reform discussed in the paper. The following market 
models are characterized by successive separation and 
differentiation of the indicated spheres with the formation 
of the corresponding generation, network, and sales 

Fig. 1 Major modelsof the electricity market organization
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companies.
2. Single buyer (Purchasing Agency, monopsony), 

when the generation sphere is divided into several separate 
(financially independent) power generation companies 
(PGCs) that start to compete with each other in electricity 
supply to the common Purchasing Agency. The other 
spheres remain vertically integrated into the agency and 
it is a monopolist with respect to consumers as before. 
The business of the Purchasing Agency, therefore, should 
be regulated by the State, including a price quotation of 
electricity purchased from producers and sold to consumers.

3. Competition in the wholesale market, when the 
electricity transportation sphere is separated, the spheres 
of electricity distribution and sale are split into territories 
and the wholesale market is organized. This leads to the 
creation of a transportation network company, territorial 
distribution-sales companies (DSCs), and specialized 
market structures. The wholesale market prices become 
free and the activity of DSCs and the retail prices are 
regulated as before.

4. Competition in the wholesale and retail markets, 
when the spheres of electricity distribution and sale are 
additionally divided with the formation of regulated 
distribution companies (by territory) and sets of 
independent sales companies. Retail electricity markets 
are organized with competition between sales companies 
(buying electricity in the wholesale market) and consumers. 
The retail prices are no longer regulated.

We should underline that all the enumerated models are 
market models, as often only the last two models are called 
markets. The first two models are markets with regulated 
prices—tariffs —and we will call them, for short, regulated 
markets, while the third and fourth models will be markets 
with free prices or competitive markets. For brevity’s sake, 
these models will sometimes be referred to by the numbers 
under which they have been listed above (Model 1, Model 
2, etc.).

The arrows on the left in Fig.1 show the transition at 
restructuring from the regulated monopolies at the regional 
level and the single-buyer model at the federal level to 
Model 4. The transition is stipulated by the Law of the RF 
“About electric power industry” [32]

Now we will address directly the properties of EPSs, 
which determine specific features of the electricity market.

The well-known properties and features of EPSs are:

• A special role of electricity in the economy and society; 
damage caused by the sudden interruption of electricity 
supply exceeds manifold the cost of undersupplied 
electricity, which requires special measures to support 
electricity supply reliability.

• The inability to store (accumulate) electricity in 
sufficiently large volumes.

• The necessity to balance electricity production and 
consumption at every moment.

• The inevitability of equipment failures, and hence the 
necessity of backup generation

• capacity and electric ties.
These properties undoubtedly influence and complicate 

market organization in the power industry to a varying 
extent in different market models. However, note some 
other features of EPSs that are also important in this 
context and are interrelated with the above properties in 
one way or another:

1. Specialized electricity transport (by wires). It 
excludes electricity delivery by general types of transport 
(railway, motor, water, air), which is possible for the 
production of the majority of other branches and renders 
a local character to EPSs. New electricity producers and 
consumers can emerge only by connecting them to EPS 
networks. This property leads to:
• The territorial limitedness of the electricity market: 

only consumers and producers directly connected to 
the EPS through electric ties with a sufficient transfer 
capability can participate in the market. In particular, 
there is no world electricity market or world electricity 
prices.

• Participation of only existing (operating) power plants 
in the market.

• Existence of the technological (physical) barrier to 
the entry of new producers into the market; to this end 
new power plants should be constructed and connected 
to EPSs. Thereby, one of the principal conditions for 
perfect competition — free entry of new firms into the 
industry and free exit of existing firms from it [30] — is 
not observed in the power industry.
It should be noted that a physical barrier for new 

power producers (NPPs) is especially important. It plays a 
decisive role in electricity markets in the short run (in the 
microeconomic sense). NPPs simply cannot appear in the 
market, because a new power plant should be designed, 
constructed, and connected to the EPS, which requires 
several years. In the shortrun electricity market, the 
operating producers are protected from the competition of 
NPPs and can raise prices. It is one of the basic reasons for 
electricity market imperfection and it cannot be eliminated 
(i.e., it is impossible to make the market perfect) by any 
organizational and methodological measures or rules.

2. Daily, weekly, and seasonal load variations that 
determine:
• The need to expand generation capacities according 

to an annual load peak (taking into account re-serves); 
in other periods of the year power plants will be 
underloaded and get lower revenues which may turn 
out to be insufficient to pay back investments.

• The economic viability to have different power plants 
(basic, peak, and semipeak) with various eco-nomic 
indices (specific capital investments and production 
costs).



Energy Systems Research, Vol. 2, No. 2, 2019Lev Belyaev

56

• The need to optimize the structure of generation 
capacities (by type of power plants) and operating 
conditions of power plants for different periods of a 
year.
The presence of power plants of different types, in turn, 

leads to specific supply curves of producers and formation 
of marginal prices and producers' surplus [33] for more 
efficient power plants in the competitive wholesale market.

This feature of EPSs also caused the need for centralized 
dispatching control of the normal and emergency operation 
of the power system (which is foreseen in all market 
models) and also engendered the next property (or even 
paradox) in the electric power industry which is observed 
in no other industry.

3. The need for optimization of the power system 
operation with regard to instantaneous (hourly) variable 
costs of power plants, while their total costs (and economic 
efficiency) are determined by integral operation results 
for the whole year with an account taken of fixed costs. 
Load variations during a year cause changes in operating 
powers (load) of power plants, which should be optimized 
according to the criterion of the least hourly, daily, weekly, 
or seasonal variable (fuel) costs throughout the entire 
power system. While carrying out the optimization, we 
have to use hourly characteristics of power plants, which 
represent only variable costs.

Meanwhile, the real electricity value (and its price) is 
determined by the average total costs, including fixed costs 
of power plants as well. In the electric power industry, the 
average total costs can be determined only for the whole 
year. They will depend on an annual output of a power 
plant, its operation during a year (which determines annual 
variable costs), and annual fixed costs. This difference 
between hourly and annual costs influences essentially the 
organization of electricity markets and the process of price 
setting. In particular, the spot electricity markets organized 
in real time (with hourly or half-hourly intervals) are not 
real short-run markets considered in microeconomics, 
and their prices do not reflect the real value of electricity, 
which makes the spot markets inappropriate (see [21,22]). 
The real short-run electricity markets can only be the 
markets that cover the period of one or more years and are 
implemented through respective contracts.

4. Great capital intensity, long periods of construction, 
and service of power plants and some transmission lines, 
which result in:

• The impossibility of quickly eliminating shortage if it 
occurs for some reason. It will take several years to design 
and construct new power plants. Moreover, if power plants 
are constructed by private investors (Models 3 and 4), 
nearly 10 years more will be necessary to pay back the 
investments. Consequently, private investors should know 
the power system expansion conditions, including the 
prices in the wholesale market, 15–20 years in advance. 
These conditions are rather uncertain, which create a large 
risk for investors and make the construction of new power 

plants and elimination of shortage even more complicated.
• The need for prior planning and subsequent financing 

for the expansion of generation capacities in power systems 
to avoid shortage in the electricity market.

• Power plant service life (30–40 years) exceeding 
“reasonable” payback periods (10–15years), which will 
make private investors construct power plants (Models 
2–4).

This feature of EPSs manifests itself to a greater 
extent under competitive markets (Models 3 and 4) when 
the criteria, incentives, and financing mechanism for 
construction of new power plants change dramatically 
as compared to the regulated monopoly and single-buyer 
market. These changes create problems of investing in the 
expansion of generation capacities, which are considered 
in [22]

Moreover, the competitive market concepts (including 
those in Russia) usually envisage no centralized planning 
of the generation capacity expansion. The generation 
capacities are supposed to expand based on "market 
signals." However, the experience of the countries that 
introduced the competitive electricity market and recent 
research have shown that the market does not generate 
these signals timely and special “non-market” measures 
are required to prevent power shortage.

5. High level of mechanization, automation, and 
even robotization (at nuclear power plants) of electricity 
production, transportation, and distribution. Normally, 
power plants and substations have only administrative, 
duty, and maintenance personnel. The number of personnel 
practically does not depend on the amount of actually 
generated and transmitted power. All process lines and 
units at power plants are designed based on their maximum 
(installed) capacity.

This feature of EPSs along with the said huge capital 
intensity of power plants leads to a high share of fixed 
costs in the total electricity production costs. At the same 
time, there are practically no variable costs at HPPs, and 
those at nuclear and thermal power plants are made up 
of fuel costs only. The characteristics (curves) of average 
costs of power plants, therefore, differ principally from the 
cost curves of “typical” firms considered in the theory of 
microeconomics. This makes the short-run competitive 
wholesale electricity market “nonstandard,” i.e., different 
from the markets in other industries. In particular, power 
plants (or power generation companies) will have to enter 
the market with their supply bids reflecting the total costs 
rather than the marginal ones.

6. The interdependence of electricity production 
processes of different power plants in the power system. 
All power plants operate to cover the total EPS load which 
changes daily and seasonally. Their operating conditions 
are optimized centrally, depending on the mix of generation 
capacities in the EPS.

This feature of the power system brings essential 
features in the electricity market:
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• Power producers (sellers) do not enter the market 
with already finished products with known volumes and 
prices. Electricity is produced jointly and simultaneously 
by all producers. Volumes and costs of each producer will 
depend on centrally assigned operating conditions for 
different hours, days, and seasons. The most economically 
important annual volumes and costs of each producer will 
be determined only at the end of the year by integral results.

• Thus, the uncertainty exists in the characteristics of 
short-run costs of power producers. This uncertainty is 
not observed in the industries where firms (companies) 
produce commodities independently of one another. The 
uncertainty of power plant costs makes the electricity 
market very special. In the regulated markets (Models 1 
and 2), this creates difficulties in establishing tariffs by 
the regulatory bodies. The regulation should envisage 
adjustment of tariffs if the actual output of power plants 
deviates considerably from the planned one (this is 
particularly necessary for HPPs, whose output depends on 
the random inflow of water). In the competitive markets 
(Models 3 and 4), the situation is even more complicated 
— the electricity producers in the market do not know 
exactly how much electricity they will produce throughout 
a year and what total costs they will bear. Naturally, they 
will overestimate the prices both in the spot market (if it 
exists) and in the long-term contracts with buyers.

7. Facility-by-facility expansion of power systems. 
The market in any power system expands through 
the construction of individual new power plants and 
transmission lines. This property reveals itself differently 
in different models of electricity market organization.

New power plants can be funded and constructed by:

• Vertically integrated companies (VICs) (Model 1)
• Power generation companies (PGCs) (Models 2–4)
• New independent power producers (IPPs) (Models 

1–4)
Financing mechanisms for the construction of power 

plants will vary. The primary distinction is that under 
regulated markets (Models 1 and 2) the investments in 
new power plants are paid back at the expense of the total 
electricity output generated by VICs (or in EPSs), whereas 
under the competitive wholesale market (Models 3 and 4) 
the investments in some power plant should be paid back at 
the expense of the electricity generated by only that power 
plant alone.

Under the competitive market, each new power plant 
constructed by a private investor, along with operation 
costs, will have its investment components required to pay 
back the investments. Therefore, the price to be offered by 
the new electricity producer in the wholesale market will 
be higher than the price offered by the operating power 
plant of the same type. This creates an economic (price) 
entry barrier for new producers in addition to the physical 
barrier mentioned above, which makes the electricity 

market imperfect in the long run as well.
Additionally, the facility-by-facility expansion of 

generation capacities in EPSs influences the shape 
and sense of the long-run cost curves of the electricity 
generation sphere. Under competitive markets, the short-
run costs of new power plants should be considered as 
long-run production costs of IPPs and PGCs.

Moreover, the transition to the competitive wholesale 
market changes the mechanism of financing the intersystem 
and interstate electric ties, which makes it difficult to 
substantiate their efficiency (see [24]).

8. Economies of scale. This was already considered 
earlier. This effect is to the greatest extent realized in 
the regulated monopoly (Model 1). In other models, it 
subsequently decreases (Model 2) or is even lost completely 
(Models 3 and 4) due to the splitting of one company into 
several separate companies. It should be emphasized once 
again that this effect is typical of the entire EPS (as

a system) and not only of power plants in the electricity 
production sphere as it is sometimes interpreted (for 
example, in [28]).

The overall analysis of power system properties shows, 
on the one hand, the principal distinctions of the electricity 
market from the markets in the other industries and, on the 
other hand, its obvious imperfection.

The main distinctions are:

• The territorial limitedness of the electricity market 
(within the territory covered by the networks of a 
specific EPS).

• The need for dispatching control of normal and 
emergency conditions of the power system.

• The need for centralized design and planning of the 
power system expansion with account taken of the 
required capacity reserves.

• The impossibility of organizing “normal” electricity 
spot markets (for more details, see [22]).

• The non-typical and uncertain costs in the generation 
sphere of EPSs, which makes the competitive 
(unregulated) wholesale electricity market 
"nonstandard" in light of the theory of microeconomics.

• Obvious uniqueness of intersystem electric ties that 
connect different territorial electricity markets (for 
more details, see [22,24).
The electricity market imperfection is first of all 

conditioned by the technological (physical) barrier to new 
producers in the short run and by the price (economic) 
barrier to them in the long run. Whether or not the other 
conditions (requirements) of perfect competition are met 
is analyzed in the next Section. The imperfection of the 
electricity market reveals itself under any models of its 
organization. In Models 1 and 2, its monopolistic character 
is obvious and this leads to the necessity to regulate 
electricity prices (tariffs). In Models 3 and 4, the electricity 
producers, on the one hand, may form an oligopoly and, 
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on the other hand, maintain "market power," thus having 
the chance to create a shortage and raise electricity prices 
through cessation or delay in construction of new power 
plants. This is also facilitated by the economic barrier 
mentioned above.

It should be noted that the electric power industry 
differs from other infrastructural industries, such as 
transport or telecommunications, in the production of 
commodities. It is the sphere of electricity generation 
that creates many of the foregoing EPS distinctions and 
makes the electricity market imperfect. This, in particular, 
relates to a nontypical character and uncertainty of costs 
in the sphere of EPS generation, to the impossibility of 
organizing electricity spot market, and to the existence 
of physical and price barriers to entry of new producers 
into the market. It is important to indicate this distinction, 
since in some countries (for example in the USA) one 
of the arguments for deregulation of the electric power 
industry was successful reforms in the air transport and 
telecommunications. This distinction of the power industry 
is analyzed in [3]

IV. types of Markets 
Microeconomics [30, 33, 34] considers several types 

of markets:
1. Markets with perfect (pure) competition, which 

will be called shortly perfect markets. Such markets are 
considered most effective and are taken as a reference 
(sample), though in reality, they are quite rare (mostly 
in the agriculture). There are numerous conditions and 
requirements to be met in the market for the competition 
to be perfect: a great number of sellers and buyers, each 
being unable to affect the market price, their free access to 
the market and exit, etc.

2. Absolute (pure) monopoly, when there is only one 
seller in the market. This market is in absolute opposition 
to the previous one—an extreme case of an uncompetitive 
market. In particular, this monopoly can be observed in the 
power industry.

3. Natural (regulated) monopoly, which is effective if 
owing to economies of scale one firm in the industry can 
produce all the commodities at lower costs (and prices) 
than two or a larger number of firms. This situation, as was 
mentioned earlier, is characteristic of the power industry. 
In this case, the activity of the firm and prices of products 
should be regulated by the state (regional, municipal) 
bodies, for the firm not to abuse its monopoly position.

4. Oligopoly, when there are several sellers in the 
market and entry of new sellers into the market is either 
complicated or impossible. With “fair” competition, 
oligopoly can be very effective; however, there can be price 
manipulations—the use of market power by oligopolists, 
particularly under their collusion. The oligopoly situation 
is possible in the power industry if electricity prices are not 
regulated.

5. Monopolistic competition is typical of markets with 

partly interchangeable commodities (e.g., cars) which vary 
in quality and consumer properties. This kind of market is 
not characteristic of the power industry.

6. Monopsony, where there is only one buyer in the 
market. Here, unlike monopoly, it is the buyer, not the 
seller, who is in a privileged position (possesses market 
power). In microeconomics, this situation is considered 
mainly as applied to the manufacturer of some commodity, 
i.e., a firm which is the only buyer of a certain resource 
required for its production. Most often this resource 
appears to be labor. Meanwhile, in the power industry, the 
single-buyer market model is possible. This model implies 
that the sellers (many of them) will be producers of a ready 
product—electricity. However, the firm (power company) 
that performs the function of the “single buyer” (it is also 
called a “Purchasing Agency”) will be a monopoly reseller 
for the final electricity consumers. Here, like in the case of 
natural monopoly, the state regulation of electricity prices 
is required.

7. Oligopsony is a kind of monopsony with several 
buyers in the market. This kind of market is seldom 
considered in the theory of microeconomics. The possibility 
of organizing such a market (regulated) in the power 
industry should not be excluded. For example, the electricity 
market that has emerged in the past years in Brazil (and is 
forming in Chile) represents, in general, the single-buyer 
market. There are several buyers there—distribution-sales 
territorial companies. Therefore, this market can be referred 
to as oligopsony as well.

There are also other types of markets (e.g., price 
discrimination) that are of no interest to the power industry.

All markets, except for the first one (with perfect 
competition), are imperfectly competitive or simply 
imperfect.

In the following sections, the first type of market will 
be considered in more detail to show the extent to which 
the electricity market does not meet the conditions and 
requirements for perfect competition.

V. Markets wIth perfect coMpetItIon

Many conditions for perfect competition to emerge (to 
be provided) have been formulated. In [33], for example, 
the authors point out five such conditions:

1.  Many sellers and buyers participate in the market. 
The share of each of them is small with respect to the 
entire market, and therefore they cannot affect the price 
(the price does not depend on supply or demand of 
individual market participants). In [23], this condition 
is interpreted as price-taking suppliers and buyers, i.e., 
those not trying to increase or decrease the price.

2.  Goods are homogeneous, i.e., meeting the established 
standards. Therefore, the buyers do not care which 
seller to choose.

3.  Buyers are well informed about the sellers’ price — 
any seller increasing price loses its customers.
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4.  Buyers and sellers act independently of each other. 
They do not participate in price collusions. Each firm 
chooses the output volume that maximizes its profit 
on the assumption that it cannot affect the price. The 
buyers choose the volume of purchases acceptable for 
them at a given price.

5.  The firms can freely enter and exit the industry. This 
condition is taken to guarantee that the firms existing 
in the industry cannot increase the price through 
agreement about output reduction since any price 
increase will attract new firms into the industry which 
will raise the supply volume.

In addition to the enumerated conditions, some papers 
name other conditions for perfect competition. For 
example, in [23] the author gives two more conditions:

6. A good shape of the firm’s short-run cost curve (“well-
behaved costs”)—short-run marginal costs start rising 
while average costs stop shrinking after the firm 
reaches a certain (not very large) volume of production 
(i.e. the U-shaped forms of average variable and total 
cost curves are provided). 

7. In the long run, the characteristics of production costs 
of a firm should not create conditions for the natural 
monopoly. This implies that the curve of long-run 
average costs (LAC) does not have a descending form, 
but on the contrary, an ascending one. In other words, 
there should be diseconomies of scale in the industry.

In [35], the author points out one more condition for 
the perfect competition that was determined by Nobel 
Laureates Gerard Debreu and Kenneth Arrow.

8. Every market participant can buy insurance against 
any possible risk. This condition can be considered 
rather important. Analysis of these eight conditions 
as applied to the electricity market shows that only 
condition 2 (a homogeneous or standardized product) 
is met in full measure. It should be noted, however, that 
some market organization models in the power industry 
foresee, along with the electricity market, the creation 
of markets for capacity, ancillary services, derivatives, 
etc., i.e., markets for several “products.” This makes 
the market in the electric power industry imperfect and 
more complicated.
Conditions 5 and 7 are not met in the power industry at 

all. Free entry of producers into the industry is physically 
impossible because this will call for the construction of a 
power plant and its connection to an EPS. The physical 
barrier for new electricity producers makes the market 
imperfect in the short run when the installed capacities 
of power plants are fixed. Besides, in some models of 
the electricity market organization (Models 3 and 4), the 
economic entry barrier is created in the long run. The 
economies of scale that foster the formation of natural 

monopolies in the power industry, as was discussed earlier, 
are typical of the EPS. In this connection, it should be 
admitted that the electricity market is imperfect. This 
circumstance, by the way, is not disputed by anyone. 
However, the efforts to introduce competition are 
persistently made either in the hope to overcome this 
imperfection or for other reasons.

It is very difficult to meet condition 3 (buyers know 
well the prices of sellers) in the electric power industry 
(and not only in this industry). This condition is considered 
to be particularly important. It is discussed in all the papers 
devoted to perfect competition. In [23], the author points out 
adequate information available for all market participants, 
the author of [35] talks about perfect information, etc. 
In 2001, Joseph Stiglitz was awarded the Nobel prize in 
economics for his theory of “information asymmetry,” 
i.e., the demonstration of the fact that information is not 
equally distributed among the market participants [35] 
Hence, we can consider that this condition for perfect 
competition is not met everywhere. The difficulties in 
providing adequate information in the electricity markets 
are considered in [4, 23], and in other papers.

It may seem that conditions 1 and 4 can be met since 
in large EPSs (and markets on their territory) there are 
many power plants and the number of power consumers 
is even larger. However, as a rule, power plants belong to 
a relatively small number of generating companies. In the 
competitive electricity markets with unregulated prices 
(Models 3 and 4), these companies retain market power to 
one extent or another and can even form an oligopoly. The 
examples of market power and its analysis are presented in 
many publications [9, 23, 36]

The short-run cost curves of power plants (condition 6) 
are studied in [21, 22] It is worth noting that the 
minimum point of average costs practically for all types of 
power plants is reached at their maximum annual output, 
i.e. the shape of these curves is not “good” (U-shaped).

Finally, to meet the last condition (insurance against any 
risk), it is necessary to create a special system of insurance.

Thus, we can state that the electricity market is not a 
market with perfect competition, and the organization of 
free competition (electricity price deregulation) can lead to 
undesirable consequences.

If competition in the market is imperfect, then without 
state regulation this market will be a kind of imperfect 
market: a monopoly or an oligopoly with dominating 
(market power) sellers and a monopsony or an oligopsony 
with dominating buyers. In the electric power industry 
that has the features of a natural monopoly, market power 
belongs to sellers (producers). As the experience in the 
early twentieth century shows, without regulation (under 
"spontaneous" market) this will lead to the formation of a 
monopoly. However, if the generation sphere is forcedly 
split into several independent power generation companies, 
then without regulation it will be an oligopoly. 
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VI. conclusIon 
1. The analysis has shown that the special properties of 

electric power systems impede the fulfillment of several 
important conditions (requirements) of perfect competition 
in electricity markets, and exclude even the possibility of 
creating such conditions when organizing the markets. 
The conclusion can and should be drawn that electricity 
markets are imperfect in their nature, and no organizational 
and technical measures can make them perfect.

2. The main feature of the electric power industry 
is the use of power lines for electricity transmission, 
which territorially limits electricity markets, and creates 
difficulties in expanding the market (for new producers 
to enter the market) and the need to maintain a balance 
between electricity production and consumption at any 
given time, etc.

 The main condition for the perfect competition that 
cannot be created in the power industry is free market 
entry and exit for the firms. In the short term, these are 
hampered by a physical (technological) barrier - it takes 
a new producer several years to enter the market (the 
power plant must be designed, built and connected to an 
EPS). In the long term, there appears an economic (price) 
barrier for new producers. They require market prices that 
exceed the costs of existing producers by the amount of the 
investment component necessary to pay off the investment 
in a new power plant.

3. In imperfect markets, government regulation of 
electricity prices is required. The absence of the regulation 
can lead to rising prices, power shortages, etc. There were 
such troubles at the beginning of the century in various 
countries of the world (starting with the California crisis 
in the USA) but their analysis goes beyond the scope of 
this paper. Similarly, the consequences of the transition to 
the competitive electricity market in Russia require special 
consideration.
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Abstract — Environmental and economic challenges 
lead to the rapid growth of the renewable energy (RE) 
market in many countries. At a high level of RE sources 
(i.e. wind and solar) penetration, power systems 
face technical difficulties associated with the critical 
frequency stability and insufficient power reserves. 
The problem becomes particularly acute at penetration 
levels higher than 50 %, when conventional generation 
units are forced to operate at partial load, potentially 
resulting in premature equipment wear. Energy storage 
and demand-side management may offer solutions in the 
future, however, at the current stage, they incorporate 
substantial capital investment and complicate control 
system. This paper suggests a control strategy for 
maximum RE penetration, adopting a low load diesel 
application integrated with a small-capacity battery 
energy storage system. The strategy results in improved 
renewable energy utilization without overcomplicating 
the control architecture. Initially, a mathematical model 
is developed, then it is validated based on an isolated 
power system – a power system where penetration 
of RE already exceeds 50 % annually. Optimized 
control strategies are shown to deliver a 20 % increase 
in renewable energy penetration in comparison to 
conventional ones.
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must be significantly decreased in the future [1]. The 
authorities around the world have set targets to increase 
the application of renewable energy sources (RES) for 
electricity generation. The most abundant RESs – wind and 
solar – are proven to be cost-effective and implemented in 
many existing power systems (e.g. Denmark, Ireland, and 
Germany) [2]. Unfortunately, these sources are stochastic 
and intermittent in nature, which requires more flexible 
power systems that, in addition to variable demand, have 
to deal with a variable supply [3]. With an appropriate level 
of the system flexibility, the balance between demand and 
supply can be provided at each time point. Therefore, while 
increasing RES penetration it is essential to take measures 
to improve system flexibility and to prevent future stability 
and reliability issues.

Demand-side management (DSM) is used in electric 
power systems to increase renewable energy utilization 
additionally improving system flexibility [3]. Such an 
approach is cost-efficient, however, it involves a range of 
different information and communications technologies 
(ICT), sophisticated control hierarchy and requires highly 
qualified personnel, which complicates the control system 
and increases the chances for failure.

Energy storage technology is another candidate capable 
to tackle the problems of RES integration and system 
flexibility. Energy storage systems (ESS) are generally 
used for energy shifting, load peak shaving, power quality 
regulation and provision of spinning reserve. Pumped 
hydroelectric power plants [4], hydrogen storage [5] and 
compressed air energy storage (CAES) [6] can be used in 
applications when the load changes slowly. Battery ESSs 
[7], supercapacitors [8] and superconducting magnetic 
energy storage (SMES) [9] respond fast and provide 
power quality support. The system inertia response can 
be improved by using flywheels [10] or implementing 
synthetic inertia of the battery ESS [11]. Storage is a very 
promising technology and is currently tested in many pilot 
projects, however, at this stage, it is still expensive.

Another way to sustainable RES penetration is to 
operate these sources flexibly – using droop controllers 
implemented at the power converter level [12]. De-loading 
of wind turbines [13] and optimized algorithms of PV 

I. IntroductIon

The electrical energy generated by fossil fuel power 
plants contributes to the growth of greenhouse gas 
emissions, which, according to the Paris agreement, 

http://esrj.ru/
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maximum power point tracking (MPPT) [14] are shown 
to improve primary frequency response. In spite of higher 
system flexibility, these methods result in lower RES 
utilization and complicated control architecture.

High RES penetration (> 60 % p.a.) has been already 
achieved in some Australian isolated power systems (IPS). 
These systems piloted technologies such as the advanced 
lead-acid battery, DMS, optimal generation sizing and low 
load diesel (LLD) generation [15]. From the experience 
gained through the years of the IPSs operation, one can 
conclude that at the current progress conventional fossil 
fuel generation cannot be eliminated from a power system 
irrespective of its size or location.  With the minimization 
of fossil fuel energy as a target, high RES penetration can 
be achieved without leading to power quality or stability 
issues. This approach can be maximized through the use 
of LLD technology in combination with a low capacity 
battery ESS adopted in this paper. LLD allows the 
removal of diesel load limits (< 40% capacity constraint)  
resulting in greater system flexibility at high levels of RES 
penetration [16].

The paper is structured as follows, Section II presents 
different ways of RES integration. The control system 
architecture is outlined in Section II. The modeling 
methodology is given in Section IV. Case studies, shown in 
Section V, are based on the data from existing IPS. Section 
VI concludes the paper.

II. IntegratIon of renewable energy

In traditional power systems, flexibility can be achieved 
by a portfolio of different kinds of power plants. Energy 
system flexibility can be roughly defined as an ability of a 
system to operate properly, ensuring the balance between 
generation and consumption, under uncertainty and 
variability in both power demand and power supply.

With the introduction of stochastic and intermittent 
electricity sources (i.e. wind and solar), the need for 
additional energy system flexibility increases dramatically. 
It can be achieved by introducing measures on the supply 
side, on the demand side or through placement of additional 
equipment such as storage technologies (Fig.1).

Due to physical constraints, a conventional generation 
unit operates within a specified range. By optimizing the 
operation of generation units, the lower load limit can be 
achieved. Low load and variable speed diesel engines are 
promising technologies capable to operate in a range from 
0 to 100% loading. As a result, greater renewable energy 
utilization can be reached as shown in Fig. 2 (b) compared 
to conventional generation Fig. 2 (a). With the excess of 
renewable generation in the system, part of it has to be 
curtailed. 

Demand-side management (DSM) can shift the 
utilization of renewable energy by reducing, increasing 
or re-scheduling energy demand as shown in Fig.2 (c). It 
can provide flexibility in terms of both power (with fast 
response) and energy.

The same shift in renewable energy can be performed 
by using storage technology. The surplus renewable 
energy in the grid is accumulated during favorable weather 
conditions and then released during the peak demand.

III. power systeM control

With the high number of non-dispatchable renewable 
energy resources, the flexibility of the system can be 
provided by the optimally designed control system. In this 
context, ancillary services are of particular importance. 
They are used to prevent system stability and reliability 
issues. Depending on the involved technology (i.e. its 
power, energy, response capabilities), different ancillary 
services can be provided. Three-level control hierarchy, 
involving primary, secondary and tertiary control, is 
adopted in many conventional power systems. The timing 
of control ranges and associated ancillary services are 
presented in Fig. 3.
  , )( refdrdr ffKP -=D  (1)

where Kdr is the inverse of speed droop R: 
   

. 
drdr KP

fR 1
-=
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Frequency offset left after the primary response can be 
corrected by the secondary controller (or AGC – automatic 
generator control). It restores the primary control reserve 
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and brings the system to its nominal operating condition. 
Secondary control is involved in a centralized dispatching 
scheme and updates operation setpoints of responsible 
units every 0.1 to 1 second. Secondary control is mostly 
implemented as a proportional-integral (PI) controller 
where the priority of each generating unit is determined by 
a participation factor. The coefficient of the PI controller 
and participation factor are set to represent the physical 
constraints of a participating unit (costs, ramp and dispatch 
limits). The following equation implements control action 
of both primary and secondary control: 

  , ò-×-=D Gdt
T

GBPd
1  (3)

where Pd is the correction signal of the central regulator,  
G = (ƒ – ƒref) – frequency deviation, B is a proportional 
term.

Tertiary control is used to restore the secondary control 
reserve and dispatch generation units according to the 
desired objective function. This function can include 
economic dispatch, priority dispatch, etc. Tertiary control 
is an automatic or manual change in operation points of 
all dispatchable technologies, which are updated every 1-5 
minutes.

The general model of a governor at a power plant 
involved in all three control schemes is shown in Fig 4. 
It is worth noting that primary response is based on the 
measurements obtained locally,  and secondary and 
tertiary controllers send updated operational setpoints via a 
communication network. 

IV. power systeM equIpMent ModelIng

A. Conventional generation
The conventional generation unit is comprised of a 

synchronous generator (SG) connected to the prime mover 
(e.g. hydraulic turbine, steam turbine, diesel engine, etc.) 

controlled by the governing system (Fig.5). 
The standard or seventh order model of an SG is 

shown in Fig. 6, in which ωb is the base electrical angular 
velocity, p is a short-hand notation for the operator d/dt, Te 
and Tm are electrical and mechanical torques, H is the rotor 
inertia, ψmq and ψmd are mutual flux linkages in q-axis and 
d-axis. Subscripts ƒd, kq1 and kq2 denote one field and two 
damping windings.

Matrix Ks
r represents a linear transformation from 

stationary to rotating reference system. 
A direct voltage applied to the field winding, exfd , is 

adjusted by the excitation system to keep the terminal 
voltage at its rated value. This paper adopts the IEEE 
AC1A excitation system.

B. Photovoltaic solar generation
A photovoltaic (PV) unit converts solar energy into DC. 

It is usually connected to the AC grid via DC/AC power 
converter as shown in Fig. 8. 

PV array is a model corresponding to the single diode 
model that takes irradiance, ambient temperature and 
network voltage as input data and outputs the value of 
current flowing to the grid (Fig.7). 

The following equation is used in this paper to express 
PV current:
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where Ipv and Vpv are the current and voltage of the PV 
array, Iph is the light generated current of the cell, I0 is 
diode saturation current, Vth is thermal voltage, Rs and Rp 
are series and parallel resistances, a is diode ideality factor, 
Nc is the number of cells in module, Np and Ns are the  
quantities of PV modules in parallel and series.

C. Wind energy generation
Wind energy is harnessed by wind turbines, which 

convert it into electrical power. One of the most applied 

designs is the combination of a wind turbine, gearbox, 
doubly-fed induction generator (DFIG), harmonic filters, 
and a back-to-back PWM partial power converter. A block 
diagram of such a system is presented in Fig. 9. 

DFIG is modeled as a wound rotor induction machine 
with bidirectional power flow in the rotor circuit. The 
stator circuit is connected directly to the AC grid and 
supply unidirectional power to the grid. Like the SG, DFIG 
is presented by the set of differential equations (Fig. 10).

Wind turbine model is represented by the following 
equation:

   ( ) 3

2
, windpm vAcP rbl=  (2)

where Pm is turbine mechanical power, cp is performance 
coefficient of the turbine, ρ is air density, A is turbine swept 
area, the vwind is wind speed, λ,β are tip speed ratio and 
blade pitch angle.

D. Battery storage system
Battery energy storage system (BESS) is used in the 

system to extend its flexibility. For higher reliability, the 
battery can be connected to the grid via a back-to-back  
DC/AC converter. (Fig. 11.) The battery dynamic model was 
described and experimentally validated by the authors [17].

The state of charge (SOC) of the battery energy storage 
system can be expressed in the discrete-time domain as 
follows:
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tSOCdSOC h
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where d is the self-discharging rate; ƞbat is the charging or 
discharging efficiency; Enom is the battery nominal energy; 
Pbat(j) is the power flowing from or to the battery at time ts.
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E. Dump load
Demand-side flexibility measures include the 

controlled resistive load. It transforms the electric energy 
into waste heat when combined generated energy exceeds 
the demand. In a way, the inability to control renewable 
energy is substituted by controllable demand. 

Dump load consists of several three-phase resistors 
connected in series with power electronic switches. The 
total overall resistance follows a binary progression and 
can be adjusted accordingly in a step progression (Pstep). 

F. Low load diesel generator 
Low Load Diesel (LLD) allows an engine’s full 

capacity to be utilized by removing the engine’s low 
load limit, 30~40% of the rated capacity as set within the 

conventional diesel engine.
The lower the diesel generators can run, the larger 

load can be allocated to RE technologies. LLD requires no 
new hardware, adopting the existing diesel assets, without 
modification to the mechanical or electrical architecture. 
The LLD model is shown in Fig. 13. The value τ1 is the 
engine delay, which represents combustion delay, the time 
between the actuator fuel-injection and the production of 
mechanical torque [18, 19], the power-stroke delay [20], 
and the ignition delay. In an LLD configuration, the ignition 
delay is longer compared to a conventional asset due to the 
lower operating load. With the Watson [21, 22] formulation 
used to predict the ignition delay, the value for the LLD is 
0.3~0.5 ms higher than that for the conventional.

The model of an LLD generator, comprised of a 
governor, engine and generator is presented in Fig. 13.

Fuel costs for the diesel generator are calculated for a 
chosen time and expressed by the quadratic cost function 
as follows:

 
 

 

2
gggggg PcPbaF ++=

where a, b, c are the parameters related to diesel generator 
fuel consumption; C is the price of one liter of diesel fuel; 
Pg is the power generated by the diesel unit.

V. case studIes

Many papers suggest that future electric power system 
will be mainly driven by RES. However, current large-
scale interconnected power systems are still dependent on 
fossil fuel. High RES penetration is now achieved in many 
isolated power systems, where small network size and 
high generation costs justify the means. For IPSs, a single 
RES integration project results in significant penetration, 
making them particularly relevant for validating and 
testing new methods and technologies.

This paper presents a King island IPS as a test case for 
the developed methodology. The IPS has an average load 
of 1.5 MW and annual RES penetration around 60%. The 
system consists of a portfolio of diesel generators, wind 
turbines, solar arrays, a dump load and a battery energy 
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storage system (Fig. 14).
Four RES integration case studies are presented, case 

study 1 investigates minimal diesel fuel consumption with 
low capacity battery ESS, while case study 2 considers a 
high capacity ESS for greater system flexibility allowing 
prolonged zero-diesel operation (ZDO). Case study 3 looks 
into the minimization of operating costs by adopting LLD 
technology, while case study 4 maximizes RES utilization. 
Table 1 presents a one-year comparison of all four control 
strategies.

Diesel generator cost function, expressed by the 
quadratic equation with the coefficient shown in Table 1, 
represents experimental data obtained in our studies.

The IPS control center sends control action to 
dispatchable generation and consumption units. In this 
case, diesel generator, battery ESS and dump load can be 
adjusted to achieve the desired operational point. When 
the generation exceeds consumption, the control center 
operates following the priority dispatch presented in Table 
2. Reverse priority is used for the negative system energy 
mismatch.

A. Control strategy involving low capacity BESS
Case study  1 presents the operation of the system with 

low capacity BESS. The battery is used to shift renewable 
energy from periods of favorable weather conditions (from 
03:00 to 6:00) to period when only diesel generation is 
available to cover the load (from 06:00 next day), shown 
in Fig. 15.

The battery is used to cover any mismatch in the system 
up until it reaches its critical SOC. When the battery is 
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 Fig. 15. Case study 1. IPS control strategy involving low 

capacity BESS. 1 (dark blue line) – power demand, 2 (red line) 
– wind power, 3 (orange line) – PV power, 4 (black line) – diesel 
power, 5 (green line) – dump load power, 6(light blue line) – 
battery power.

Source a b c 
Diesel 30 4e-8 6e-11 

 

Table 1. Coefficients for the cost function

Element Priority given excess of generation 

Diesel generator 1 

Battery 2 

Dump load 3 

 

Table 2. priority dispatch for re maximization

 
Fig. 16. Case study 2. IPS control strategy involving high 
capacity BESS. 1 (dark blue line) – power demand, 2 (red line) 
– wind power, 3 (orange line) – PV power, 4 (black line) – diesel 
power, 5 (green line) – dump load power, 6 (light blue line) – 
battery power.
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fully charged, the dump load performs power regulation 
(from 6:00 to 6:00 next day). It is worthwhile to note that 
due to insufficient security margin, the conventional diesel 
generator cannot be disconnected during the considered 
interval, operating at its low limit (30% of nominal power).

This strategy maximizes renewable energy penetration 
capturing some energy that would otherwise be wasted by 
the controlled resistive load.

Table III presents an analysis of the proposed control 
strategy, where the first column shows the penetration 
of RES during the considered day, the second column 
indicates the value of spilled RE. The last column presents 
the operating costs of a diesel generator. Although the 
significant RE utilization can be observed (52%), the diesel 
operating costs are high.

B. Control strategy involving high capacity BESS
According to case study 1, the higher the battery 

capacity the higher RES penetration can be achieved. An 
advanced lead-acid battery of 1.6 MWh can supply the 
entire island with power for up to 45 minutes. Besides, 
such a battery can improve system flexibility as it operates 
within the range from -1MW to 1MW. This, in turn, 
increases the security margin, which allows the ZDO from 
08:00 to 8:00, as shown in Fig. 16.

Low-load diesel operating costs and high RES 
penetration are achieved as shown in Table IV. Although it 
goes beyond the scope of this paper, it has to be mentioned 
that with this approach high capital and operating costs 
associated with battery are inevitable.

C. Control strategy involving LLD
Another approach to high renewable penetration is to 

increase the flexibility of a generation unit, to allow its 
operation below 30 %. This results in high RES utilization 
with lower diesel fuel consumption.  

As shown in Fig17, the low-load diesel generator is 
capable to operate from 04:00 to 06:00 on its own releasing 
the need to trigger either dump load or BESS.

As shown in Table 5, LLD technology adopted by the 
proposed strategy enables similar RE penetration (77.4% 
compared to 77.6%) without the need for a storage system.

D. Control strategy involving BESS and LLD
For maximum RES utilization, LLD technology can 

  Fig. 17. Case study 3. IPS control strategy involving LLD.  
1 (dark blue line) – power demand, 2 (red line) – wind power, 3 
(orange line) – PV power, 4 (black line) – diesel power, 5 (green 
line) – dump load power, 6 (light blue line) – battery power.

Fig. 18.  Case study 4. IPS control strategy involving BESS and LLD.  
1 (dark blue line) – power demand, 2 (red line) – wind power, 3 
(orange line) – PV power, 4 (black line) – diesel power, 5 (green 
line) – dump load power, 6 (light blue line) – battery power.

Allocated energy Spilled RE Operating costs 

 

33.1MWh Diesel: 138$/MWh 

 

Diesel 
energy 

RE 

Table 3. Control strategy analysis over one day for case 1.

Allocated energy Spilled RE Operating costs 

 

21.1MWh Diesel: 91.2 
$/MWh 

 

Diesel 
energy 

RE 

Table 4. control strategy analysis over one day for case 2.

Table 5. Control strategy analysis over one day for case 3.

Allocated energy Spilled RE Operating cost 

 

21.3MWh Diesel: 94 $/MWh 

 

Diesel 
energy 

RE 

Allocated energy Spilled RE Operational cost 

 

20.7 MWh Diesel: 91.6 
$/MWh 

 

Diesel 
energy 

RE 

Table 6. Control strategy analysis over one day for case 4.
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be extended by the inexpensive small capacity BESS. As 
shown in Fig. 18 and Table VI, it extends ZDO at the time 
interval from 06:00 to 08:00 and allows the shift of RE. 

Table 7 demonstrates an annual analysis of the proposed 
control strategies.

VI conclusIon
The control strategies for high renewable penetration 

in the electric power system were discussed. In addition 
to greater RES utilization, these strategies were aimed 
at improving the system flexibility and reliability. The 
proposed strategies were applied to the case of an isolated 
power system, comprised of diesel, wind, and PV solar 
generation. The system was also equipped with a controlled 
resistive load and a battery energy storage system or low-
load diesel generator. It is shown that great RES utilization 
(around 58,5 % p.a.) can be achieved by using high 
capacity BESS, which results in low diesel consumption 
(131.68$/MWh). However, such technology is still young 
and involves high capital investments. A similar level of 
penetration and fuel saving was achieved by using LLD 
technology. For maximum RES penetration (62.5% p.a.), 
LLD is integrated with low-capacity inexpensive BESS, 
which additionally results in lower diesel fuel costs (125 
$/MWh).
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Abstract — The main attention in the article is paid 
to the method of calculating the limiting values of 
the life of the main electrical equipment based on a 
comprehensive assessment of the actual condition of 
the equipment, that is, its condition index. The basic 
principles of the developed technique are given and a 
structural diagram of calculating the maximum service 
life of electrical equipment is shown. A general model is 
proposed for calculating the resource limits of electrical 
equipment based on a linear approximation of the 
state index change function. The applicability of this 
method is illustrated by an example of calculation for 
a transformer unit.
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models. It involves the automated systems and other 
components of the production asset management systems 
and complies with the current legislation of the Russian 
Federation [1 – 5].

An analysis of the papers [6 – 20] shows that the 
studies aimed at developing the calculation methods and 
determining the EE lifetime characteristics and life limits 
are carried out both in Russia and in other countries. It also 
indicates that the current transition towards a digital model 
of the energy industry contributes to the development and 
implementation of the methods based on the risk-oriented 
approach to making decisions on retrofitting and upgrading.  
Thus, it follows that the development of a technique for 
determining the EE life limits is an urgent issue.

II. Methodology

According to the Decree of the Russian Government 
[1], the technical condition index (CI) of electrical 
equipment should be determined and reliably define a 
technical condition of equipment and its changes within 
a stated range. It should have a clear technical sense and 
a single interpretation. The index of equipment (technical) 
condition is an integrated indicator of equipment state, 
which is a single value that incorporates the values of 
some other indices of the condition and is convenient for 
comparison and evaluation. For the calculation of the EE 
life limits, the said technical condition index is regarded 
as a known value determined according to the current 
regulations and specifications.

The electrical equipment is considered to have a limit 
condition when its condition index is equal to 0. The limit 
condition also corresponds to the expired service life of the 
equipment. The EE condition, when the condition index 
equals 1, corresponds to the condition of new equipment, 
whose operation has not started yet. The actual technical 
condition of electrical equipment deteriorates in the process 
of its operation. When the actions are performed according 
to the current system of maintenance and repair, the 
technical condition of the equipment improves. However, 
the general trend of the EE condition change over its total 
operation period is towards deterioration. 

IntroductIon

A significant portion of the main electrical equipment 
(EE) of power systems in the Russian Federation (oil-filled 
power transformers, high-voltage circuit breakers. etc.) has 
reached or is approaching its life limit. 

This paper considers the basic results of developing a 
technique for determining the EE life limits (hereinafter 
referred to as the “technique”), which is to be used by 
electricity network companies in Russia. The application 
of this technique will allow selecting the electrical 
equipment for retrofitting and upgrading based on the 
level of equipment condition and forecasts on its lifetime 
extension beyond the rated limits. This technique is based 
on the developed, adopted and approved algorithms and 
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In [2], the authors have established a functional 
interdependence between the EE service life, lifetime, 
calendar time, life limit and technical condition level (the 
condition index value). The block diagram of determining 
the EE life limit is shown in Fig. 1:

Almost all failures of electrical equipment can be 
subdivided into unexpected and wear-out ones. Unexpected 
failures take place due to the effects of different unexpected 
factors, for example, such as the exposure to the elements 
(off-design wind loads, freezing rain, icing, etc.), acts of 
vandalism, failures caused by malfunction of some other 
equipment installed nearby, and others. 

Wear-out failures result from an impermissible decline 
in the condition index of the electrical equipment and 
normally occur due to the accumulation and development 
of defects during the equipment operation, i.e., they 
develop gradually. The considered technique takes into 
account the wear-out failures by reducing the EE actual 
operating conditions to the rated ones by using the actual 
operating time in calculation expressions instead of the 
calendar time.

The operating conditions are reduced to the rated ones 
by using the expressions developed for calculation in [2]. 
These expressions relate the calendar time, actual service 
life, and the values of the EE condition index. The methods 
of calculating the actual time in service are presented in [3, 
5]. The obtained value of actual time in service is used to 
calculate the rated remaining or actual remaining service 
life. By summing the actual service life and the remaining 
service life and by reducing the units for operating time 
measurement to time-based units, we can calculate the EE 
life limit. Now, we will define the above-mentioned terms.

Technical service life is the total operating time of 
electrical equipment from the start of its operation until its 
limit condition is reached. 

Actual time in service is the time of electrical equipment 
operation under actual conditions. The actual remaining 

service life is the operating time of electrical equipment 
under certain conditions, starting with the moment of 
calculation until the limit condition is reached.

Rated service life is the time of electrical equipment 
functioning under rated (estimated, design) conditions. 
Rated remaining service life is the operating time of 
electrical equipment under rated conditions from the 
moment of calculations until the limit condition is reached. 

The considered technique employs the mathematical 
models for calculating the EE life limits, given a varying 
degree of initial data completeness and composition. 
Further, we will consider a general model for calculating 
the life limit values, which takes account of all the 
probable changes in the values of the EE condition index. 
In a general case, the actual time in service depends on the 
operating time r and a change in the condition index with 
respect to function S(r), and it is determined according to 
[10, 13]. Besides, the calculation should be made using the 
units for operating time measurement. In this particular 
case, the actual time in service R during the operating time 
tc (the control point) corresponds to the EE actual lifetime 
Tc during the calendar time tc. The rated remaining lifetime 
is determined by the following expression:

  Trem.0 = Т0-Тc, (1)
where Т0 is the EE rated lifetime.

If the electrical equipment is further operated under 
rated conditions, its life limit Тlim will be determined as 
follows:

  Tlim=tc+Trem.0, (2)
or:

  Tlim = tc+T0-Тlim (3)
If the electrical equipment is to be operated under the 

conditions other than the rated ones, its life limit will be 
determined by the following expression:

  Tlim = tc+Tlim.rem, (4)
where Тlim.rem  is the EE remaining lifetime (calendar time) 

 
Fig. 1. A block diagram  of the EE life limit calculation 
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Fig. 1. A block diagram  of the EE life limit calculation.
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limit, which corresponds to its rated remaining lifetime 
Т0.rem, and is determined numerically from the equation:
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By expressing value Tlim.rem from equation (5), we 
determine the time during which the electrical equipment 
can run under the supposed operating conditions until the 
limit condition is reached, i.e.,  when its actual remaining 
service life (actual lifetime Тrem) reaches the rated remaining 
service life (rated remaining lifetime Т0.rem).

Since it is rather difficult to forecast the electrical 
equipment operating conditions and parameters for the 
future period, it is appropriate to assume that after the 
control point the EE operating conditions will be the same 
as before the control point. Consequently, the EE technical 
condition and, accordingly, condition index will change 
in the same way. The extension of the life limit T0 under 
known future conditions can be determined numerically 
using the equation:
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The study presented in [2] indicates that the absence 
of true retrospective data concerning the values of the EE 
condition index is a serious problem when determining 
the life limit. To enable the use of the proposed technique 
at the stage of its adoption, testing, and collection of the 
required input data on the equipment condition index, it 
is possible to apply a calculation model using the linear 
approximation of the condition index variation function 
S(r): 
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where m, m0 are the coefficients of linear approximation of 
a set of data intended to obtain the functions of condition 
index variation for the actual operating conditions S(t) and 
the rated operating conditions S0(t), respectively.

The actual time in service, in general, depends on the 
operating time r and the variation in the condition index with 
respect to function S(r) [5]. In this case, the calculations 
are to be made using the operating time measurement units  
(r = t). Then, the actual time in service R during the 
operating time tc (control point) will correspond to the EE 
actual lifetime during the calendar time tc.

   Tc = Atc, (8)
Then the EE rated remaining lifetime will be:

   Trem.0 = Т0 - Тc, (9)
where Т0 is thee  rated lifetime 
or
   Trem.0 = Т0 - Atc. (10)

If the electrical equipment is further operated under the 
rated conditions, its life limit can be determined as follows:
  Tlim = tc + Trem.0,  (11)

or
  Tlim = Т0 - tc(1-A). (12)

If the electrical equipment is further going to be run 
under the conditions that differ from the rated ones, its life 
limit will be determined as follows:
  Tlim = tc + Tlim.rem (13)

where Tlim.rem is the remaining lifetime (calendar 
time) limit  of the electrical equipment, which corresponds 
to its rated remaining lifetime Т0.rem,  and is determined as 
follows:
  Tlim.rem = T0.rem /A. (14)

In this case, the EE life limit is  determined by the 
following expression:
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By expressing the value Тlim. rem from equation (5), it is 
possible to determine a period during which the electrical 
equipment  will still run under certain  presumed operating 
conditions, before it reaches its limit condition, i.e., when 
its actual remaining service life (its actual lifetime Тrem) 
reaches its rated remaining service life (the rated remaining 
lifetime Т0.rem).

The life extension limit Тlim for a new piece of electrical 
equipment under the known future conditions can be 
determined by the following expression:
  Tlim = T0 /A. (16)

In the first approximation, in the case of no data 
available to obtain coefficient m0, it is appropriate to apply 
the following relation:
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The functional relationship between the condition index 
value and the operating time value is determined according 
to [2]. In doing so, time t is taken as a measurement unit of 
the operating time r.

The EE life limit should be recalculated whenever 
its condition index values change considerably (or when 
a new value of the condition index is obtained). The 
recalculation should include calculations before and after 
each type of repair (current, medium and major). This 
means that the periodicity of these calculations should 
correspond to the periodicity of EE condition index 
calculations. Accordingly, in this particular case, the data 
on the condition index should be approximated to obtain 
the relationship between the condition index variation and 
operating time, after each updating of the condition index 
data (after obtaining new values, after specifying old ones, 
etc.).

Additionally, the recalculation of the EE service life 
values is recommended when changes occur in the other 
data (including the rated data used in the models for 
calculation of the EE life limits).

Since the EE life limit is a forecast value, the final 
procedure for its calculation is determined by internal 
guidelines. The calculation of the EE life limits starts with 
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the preparation of initial data. The basic initial data for 
this calculation are the information on the condition index 
values S and S0 of a considered equipment unit. If the 
functions S(t) and S0(t) are known, no additional initial data 
preparation is required and the calculation can be started. 
If either of the two functions, S(t) or S0(t), is unknown, it 
should be determined using [5] by approximating the data 
according to the condition index values.

Depending on the completeness and quality of the 
initial data, it is necessary to choose a model for calculating 
the EE life limit. In the case that functions S(t) and S0(t) 
are known, a general model is used for the calculation. In 
the initial stage of the proposed technique implementation, 
when there are no reliable retrospective data on the changes 
in the condition index depending on the EE operating time, 
it is appropriate to apply a model for calculating the life 
limit using linear approximation of data  with respect to the 
condition index values for each unit of equipment. 

After preparing the initial data and selecting a model 
for calculation of the equipment life limit, it is required to 
choose a certain date (hereinafter referred to as the “date 
of calculation”), when the calculation is to be made. The 
calculation for the considered electrical equipment requires 
that the following functions be known:
• Function S0(t) = S0.Т(t), where S0.Т(t) is the basic 

function of the condition index  variation depending on 
the operating time;

• Function S(t) = SТ(t), where SТ(t) is the actual function 
of the condition index variation depending on operating 
time.
Based on the date of EE commissioning, it is necessary 

to determine the EE calendar time in years, from the date 
of commissioning to the date of calculation: 

   t = tc (18)

Thus, the life limit is calculated in the following order: 

1. The actual time in service (the actual lifetime) is 
calculated.

2. The value of the EE rated remaining service life is 
determined by applying either expression (1) or (10), 
depending on the selected model.

3. In the case it is planned to operate the electrical 
equipment under rated conditions, the remaining life 
limit corresponds to the rated remaining lifetime, while 
the total life limit is determined by either expression  
(2) - (3) or (11) – (12), depending on the selected model.

4. If it is further planned to operate the equipment under the 
conditions other than the rated ones, the EE remaining 
life limit is determined numerically from equation (5) 
or based on expression (14), and the total life limit is 
determined using either expression (4) or (15).

III. exaMple

Now, let us consider an example of the life limit 
calculations for the TMN-6300/110/10 transformer, which 
is installed in the power system of the “Komienergo” 
power grid company. Figure 1 shows the condition index 
change versus time for the above-mentioned transformer.

The time dependence of the condition index (p.u.) for 
the considered transformer at linear approximation has the 
form:

  S(t) = 1 - 0.0267t (19)
Given expression (7), coefficient A for this transformer 

is equal to 0.0267 / 0.04 = 0.67. 
The calendar time of this transformer is tc = 32 years. 

The actual lifetime, considering expression (8) will be 
determined as follows:
  Tc = 0.67 • 32 = 21.44 years. (20)
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Fig. 1. Change in the condition index versus time for the ТМN-6300/110/10 transformer (its rated lifetime is 25 
years).
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Then the rated remaining lifetime of this transformer, 
given expression (9), will be determined as follows:
  Trem.0 = 25 - 21.44 = 3.56 years. (21)

If the said transformer is further operated under 
the rated conditions, its life limit will be determined by 
expression (11):
  Tlim = 32+3.56 = 35.56 years. (22)

In the case that this transformer is operated under the 
conditions other than the rated ones (in this particular case, 
under the conditions it has been operated for 32 years), the 
life limit for this transformer will be determined based on 
expression (15):

 years. 0 3 5632 32 5 13 37 13
0 67

.rem
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T .T t . .
A .

= + = + = + =
 
(23)

IV. conclusIons

The focus of the paper is a technique for calculating 
the EE life limits based on the integrated evaluation of 
equipment actual condition, i.e. its condition index. The 
basic principles of the developed technique are shown, 
and a block diagram of the EE life limit calculation is 
demonstrated. A general model is proposed to calculate 
the EE life limits based on the linear approximation of the 
condition index change function. The applicability of this 
technique is illustrated by a calculation example for an 
operating transformer unit.
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