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Review of Clustering Methods for 
Slow Coherency-Based Generator Grouping 

Gianfranco Chicco*

Dipartimento Energia “Galileo Ferraris”, Politecnico di Torino, Torino, Italy

Abstract — Slow coherency is one of the most 
relevant concepts used in power systems dynamics 
to group generators that exhibit similar response to 
disturbances. Among the approaches developed for 
generator grouping based on slow coherency, clustering 
algorithms play a significant role. This paper reviews 
the clustering algorithms applied in model-based and 
data-driven approaches, highlighting the metrics used, 
the feature selection, the types of algorithms and the 
comparison among the results obtained considering 
simulated or measured data.

Index Terms: clustering, contingency screening, data-
driven, distance, feature selection, generator grouping, 
model-based, phasor measurement unit, power system 
dynamics, similarity metric, slow coherency, stability 
analysis.

NomeNclature

COA Centre of Angle 
COI Centre of Inertia
COIFD Centre of Inertia Frequency Deviation
DBI Davies–Bouldin Index
DBSCAN Density-Based Spatial Clustering of
 applications with Noise
DCD Dynamic Coherency Determination
DFT Discrete Fourier Transform
DMD Dynamic Mode Decomposition
DTW Dynamic Time Warping
FCM Fuzzy c-Means
FCMdd Fuzzy c-Medoids
ICA Independent Component Analysis
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KPCA Kernel Principal Component Analysis
PCA Principal Component Analysis
PMU Phasor Measurement Unit
SOM Self-Organising Maps
SVC Support Vector Clustering
SVD Singular Value Decomposition
WSSE Weighted Sum Squared Error

I. INtroductIoN

The evolution of the computational frameworks for 
applying efficient data analytics through machine learning 
has a significant impact on the formulation and update of 
the computational codes used in many applications. The 
power system sector is heavily affected by this evolution, 
which is marking new differences between the two most 
used approaches:
1. The model-based approach, in which a suitable model 

is constructed by connecting a number of elements 
that represent the physical components with different 
degrees of approximation. Suitable parameters have 
to be associated to each element, and the solution is 
determined through simulations. 

2. The data-driven approach (also indicated as 
measurement-based or signal-based approach), in 
which the computations are based on the available 
data gathered from the field in actual situations and are 
carried out by using machine learning approaches that 
do not need the construction of the system model nor 
the parameter setup, and do not depend on theoretical 
assumptions. 

Advantages and drawbacks of these approaches are 
summarised in [1], together with the characterisation of 
different aspects that explain data consistency in terms of 
data characteristics, data quality, and information quality. 
The scientific community is contributing to the debate 
about the convenience of one approach or the other, 
by developing new computational procedures in both 
directions. 

Concerning power system dynamics, both approaches 
share a major issue, given by the variability in time of the 
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data used in dynamic conditions. In particular:
 - Methods based on the model-based approach are highly 

sensible on the accuracy of the model and parameters 
used to represent dynamics at different time scales. 
Dynamic models are available at different levels of 
detail, and dynamic reduction methods are available 
and are incorporated in the dynamic simulation tools. 
Modal analysis is applied, where the power system 
model is linearised around an equilibrium point, and 
the oscillation modes are extracted by calculating 
eigenvalues and eigenvectors from the small-signal 
analysis of the linearised power system model [2]. 
Further insights may come from the application of 
Koopman mode analysis, which is a nonlinear technique 
that requires no linearisation nor assumptions of scale 
separation [3, 4].

 - Methods based on the data-driven approach require 
time series of data with appropriate resolution in time 
and data window length, to form a reasonable history, 
benchmark or comparative dataset. These methods are 
sensible to the consistency of the data gathered from 
the field. However, possible issues depend on accuracy 
of the measurements, sensitivity to disturbances, 
and in particular to the occurrence of major changes 
in the operational conditions of the network (e.g., 
changes in topology, loss of a generator, or large net 
power variations [5]). Following major disturbances, 
the dataset is typically partitioned into portions that 
represent the system operation before and after the 
change, by identifying the starting instant of the event 
and removing pre-event data. In particular, the methods 
based on similarities among time series can be adapted 
and used online, while the methods that carry out mode 
estimation or use information about the frequency 
spectrum (e.g., of inter-area oscillations) require longer 
computation time and are thus applied offline [6]. 
The determination of the dynamic equivalents of 

the generators connected to the power system power is 
a challenging and insightful line of research. Starting 
from dynamic models developed during the years, in 
the Seventies two main approaches emerged for the 
identification of similar behaviour of the generators 
in a multi-machine power system, especially during 
contingencies, and the formation of dynamic equivalents. 
One of these approaches is based on modal analysis [7]
[8], while the other approach is based on the notion of 
coherency [9]. Two (or more) generators are considered to 
be coherent if their rotor angles follow the same evolution 
in time, both in normal conditions and after the occurrence 
of disturbances. The identification of coherency requires to 
set up appropriate criteria based on distance measures [10]. 
Many algorithms have been formulated for both modal 
analysis [11] and for coherency assessment, with various 
approaches [12, 13], among which clustering algorithms 
that exploit time-series similarity-based techniques. 
The creation of reduced dynamic equivalent models of 

generators is a major asset to increase the computational 
speed and enable real-time applications. A discussion on 
methods for dynamic reduction can be found for example 
in [14]. Among these methods, the application of clustering 
techniques is an alternative to deal with this non-linear and 
large-scale problem in power system dynamics by using 
a suitable set of representative features (e.g., variables or 
indicators). Coherency-based generator grouping is the 
problem referring to power system dynamics for which 
most contributions that exploit clustering algorithms are 
available in the literature. 

This paper addresses the application of clustering 
algorithms in the methods used to deal with the generator 
grouping based on coherency aspects. The application of 
clustering algorithms deals with the need of identifying 
groups inside the system that exhibit some similarity, 
and this similarity may be useful for specific purposes. 
Clustering algorithms have shown particularly promising 
results, and more refined variants are under continuous 
development.

In general terms, the main requirements of the clustering 
algorithms include:
• The choice of appropriate features. 
• The incorporation of a suitable notion of distance for 

similarity assessment.
• The ability to operate with high-dimensional data set.
• The effectiveness of the clustering algorithm (assessed 

through clustering validity indices).
• The ability to discover possible outliers (when needed).
• The ability to estimate the best number of clusters.

In power system dynamic studies, clustering algorithms 
are applied to both model-based and data-driven approaches. 
In general, the challenging objective is to test and validate 
the proposed approaches as close as possible to real-time 
applications in actual systems. In model-based approaches, 
in addition to software simulation tools, examples oriented 
to practical validation have been explored with a hybrid 
analog-digital power system simulator [15], while solutions 
that incorporate the use of real-time data in power system 
models have recently emerged with the use of real-time 
simulators, which allow the implementation of hardware-
in-the-loop solutions [6].

The aim of this paper is to illustrate and discuss why, 
in which phase of the analysis and how the clustering 
algorithms are used for solving the generator grouping 
on the basis of their dynamic behaviour. A selected set 
of references is considered, including recent references 
together with a number of historical references, without 
the intention to provide an exhaustive list of literature 
contributions.  

The next sections of the paper are organised as follows. 
Section II discusses the notions of distance and metrics used 
in the clustering algorithms for analysing power system 
dynamics. Section III recalls the notion of slow coherency 
and its use for generator grouping. Section IV addresses 
in more details the feature selection stage. Section V deals 
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with the clustering algorithms used. Section 6 illustrates 
the comparisons carried out among the results obtained 
from literature contributions. The last section contains the 
concluding remarks. 

II. metrIcs used IN the clusterINg algorIthms

For the purpose of the contents presented in this paper, 
the input dataset is composed of M time series with T 
data points each, corresponding to a given feature. For 
m = 1, …, M, the time series of the individual feature ψm is 
represented as 

  ψm = {ψmt, t = 1,…,T}. (1)

The metrics used are based on determining the distance 
between two time series. Since the dataset is discrete, 
discrete versions of the metrics are used. Without loss 
of generality, the distances are indicated in the sequel by 
considering two feature vectors. The same formulations 
are applicable to calculate the distance between a feature 
vector and a centroid, by replacing one of the feature 
vectors with the centroid.

In a clustering procedure, the choice of the metric to 
calculate the distances between time series is crucial [16]. 
In particular, four types of metrics can be identified:
1  Metrics based on the calculation of the distance for 

points located at the same instant: these metrics are 
relevant if it is important to maintain the identity of the 
individual time instants, calculating distances between 
time series on the vertical axis. The most classical 
metrics of this type are based on the Minkowski 
distances, defined for an integer parameter p > 0:

 
 ( ) ( )

1/

1

, ψ ψ
pT pp

M i j it jt
t

d
=

æ ö
= -ç ÷
è ø
åψ ψ , (2)

where in particular the distance for p = 2 is the Euclidean 
distance:

 
 ( ) ( ) ( ) 22

1

, , ψ ψ
T

M i j E i j it jt
t

d d
=

= = -åψ ψ ψ ψ . (3)

When a weight factor wijt is introduced, which 
depends on the features, time, or combinations of them, 
the weighted versions of the Minkowski distances 
become: 

 
 ( ) ( )

1/

1

, ψ ψ
pT pp

Mw i j ijt it jt
t

d w
=

æ ö
= -ç ÷
è ø
åψ ψ . (4)

In particular,  ( ) ( )2 ,Mw i jd ψ ψ  is the weighted sum 
squared error (WSSE). 

2  Metrics based on the proximity between points in the 
time series. These distances are used if comparing 
the time series without the constraint of maintaining 
the correspondence between the instants of time is 
acceptable. The distance obtained is a single value that 
depends on the overall evolution of the trajectories. 
In this way, time series with similar shape but (slight) 
shift in time can be characterised by a small distance. 
Among these metrics, the Hausdorff distance is given 

by the largest distance from a point belonging to the 
time series ψi to the closest point belonging to the other 
time series ψj. Let us first define the minimum distance 
between a point  ψit iÎψ  for a given value of t and the 
points  ψ jq jÎψ , q = 1,…, T, as follows:

 
 ( ) ( ){ }

ψ
ψ , min ψ ,ψ

jq j
it j E it jqd d

Î
=

ψ
ψ . (5)

Likewise,

 
 ( ) ( ){ }

ψ
ψ , min ψ ,ψ

iq i
jt i E ij iqd d

Î
=

ψ
ψ . (6)

The Hausdorff distance is then computed as:

  ( ),H i jd =ψ ψ

  ( ){ } ( ){ }{ }ψ ψ
max min ψ , , min ψ ,

it i jt j
it j jt id d

Î Î
=

ψ ψ
ψ ψ

. (7)

Moreover, the Fréchet distance is the maximum 
pairwise distance between the points located on the 
two time series [17]. It is also known as the person-
dog metric, being based on the concept of considering a 
person who walks a dog on a leash. Both the person and 
the dog follow a separate trajectory but cannot move 
backwards (this is a conceptual difference with respect 
to the Hausdorff distance). The Fréchet distance is the 
length of the shortest leash needed to follow the entire 
trajectories. 

The Dynamic time warping (DTW) distance is 
another possibility to determining the distance between 
two time series. In DTW, the differences between two 
time series are determined by changing the connections 
between the corresponding points in the time series. 
DTW creates a warping path of minimum local 
distances and computes the final distance as the mean 
distance along this path. The length of the warping path 
may be higher than the length of the time series.  

The need for considering a distance notion that does 
not strictly refer to the same time instants is recognised 
as well in [18], where an integrated weighted distance 
is used. This distance is based on the definition of three 
distance functions: (i) “horizontal absolute value”; 
(ii) weighted distance of “rate of change at adjacent 
time points”; (iii) weighted distance of “coefficient 
of variation’’. The values obtained for each distance 
function are then subject to min-max normalisation. 
Finally, the weighted distance matrix is formed by 
weighting the matrices that contain the entries of the 
normalised distance functions, by using entropy-based 
weights.

3  Metrics that consider the global behaviour of the 
time series. These metrics are based on determining 
the similarity between the time series on the [0,1] 
scale, then defining the distances as the complement 
to unity of the similarity. The correlation coefficient 
is the most classical notion of similarity. Since the 
correlation coefficient ρ varies from –1 to 1, it is 
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needed to reconduct it to the [0,1] range by calculating  
(ρ + 1)/2. In addition, the cosine similarity derives 
from the definition of the Euclidean internal product 
and is the ratio between the internal product and the 
product of the magnitudes. The cosine distance is then 
calculated as:

 

 ( ) 1

1 1

2 2

ψ ψ
, 1  

ψ  ψ

it j

T

t

C i j

it

t

jt

T T

t t

d =

= =

= -
å

å å
ψ ψ . (8)

In the calculation of the cosine similarity, if the 
vectors are changed by subtracting the vector means, 
the resulting version is called centred cosine similarity, 
which corresponds to the Pearson correlation 
coefficient. Another way to calculate correlations by 
excluding the mean value is to take only non-zero 
F harmonic components of the spectrum computed 
from the Discrete Fourier Transform (DFT), in which 
the zero-order harmonic component, proportional to 
the mean value, is not considered [19]. In this case, 
the features ζm for m = 1,…, M are expressed as a 
complex number, which can be written with the real 
part  { }ζRe Re

m mn=ζ  and the imaginary part  { }ζIm Im
m m=ζ n  for 

ν = 1, …, F. The correlation coefficient between  Re
iζ  

and  Re
jζ  is expressed as Re

ijc  (and with Im
ijc  considering 

the imaginary parts). The density function δSm, based 
on the dissimilarity between two entries expressed in 
an exponential form and depending on the user-defined 
parameter r that represents the neighbouring radius, is 
formulated as 

  

( ) ( )
( )

2 2

2

1 1

/2

1

δ

Re Im
im imc c

M r

Sm
m

e

æ ö- -ç ÷
-ç ÷
ç ÷
è ø

=

=å
. (9)

The Jaccard similarity between two sets is generally 
defined as the ratio of the intersection over the union 
of the two sets. For two datasets formed by the same 
number of discrete points, the Jaccard distance is:

 

 ( )
{ }

{ }
1

1

min ψ ,ψ
, 1

max ψ ,ψ

T

it jt
t

J i j T

it jt
t

d =

=

= -
å

å
ψ ψ . (10)

4) Metrics that exploit global information on the dataset. 
In general, when it is acceptable to compare two time 
series without taking into account the relationships 
between the instants of time, by observing only the 
global behaviour, it is possible to define metrics based 
on the probabilistic distribution of the data belonging to 
the time series. Both probability density functions and 
cumulative distribution functions can be constructed. 
In these cases, the connection with time is completely 
lost, and only the distribution of the amplitudes is 
relevant. This kind of metrics have not been used in the 
cases discussed in this paper.

III. slow cohereNcy aNd geNerator groupINg

A. Slow coherency
In large power systems, a distinction is made between 

slow dynamics (due to low frequency oscillations between 
groups of coherent generators) are fast dynamics (with 
oscillations at higher frequencies that occur among the 
generators of the same group). Slow coherency is then 
considered when the oscillatory frequency varies in an 
indicative range from 0.1 to 0.8 Hz [6], while the transient 
dynamics of the system are not considered by the slow 
coherency theory. In [20] slow coherency is associated 
to the weak coupling among coherent areas, due to low 
connection or high impedance of the lines among coherent 
areas, or transmission lines with heavy load. Moreover, in 
the present systems with distributed generator and load 
dynamics, the causes of disturbances are increasing with 
respect to the classical power system supplied by large 
synchronous generators [21, 22]. Hence, the use of a model-
based approach that incorporates all the variables needed 
becomes more and more challenging. This increases the 
interest towards exploiting measurement-based (data-
driven) approaches. 

The rotor angle gives a direct information on the 
machine dynamics [23]. The speed deviation of generators 
represents the energy absorbed or delivered by the 
generator [24]. Particularly relevant are the quantities that 
can be measured by using data taken from PMUs. A PMU 
installed at the generator terminals can provide positive 
sequence voltage measurements. However, the rotor angle 
cannot be measured directly nor estimated accurately with 
a PMU [6]. Hence, the rotor angles can be used in model-
based approaches, in which they can be calculated by 
simulations, while for a data-driven approach it could be 
needed to find other variables. 

The calculation of dynamic equivalents based on 
coherency by considering a model-based approach, in 
which the relevant variables are the voltage phase angles 
at the generator terminal nodes or at the generator internal 
nodes, is described in [25]. In this respect, two generator 
nodes are defined as coherent if the angular difference 
of their voltages does not exceed a certain tolerance 
over a given time interval. The corresponding automatic 
formation of dynamic equivalents is addressed in [26].

The identification of coherent generators enables the 
grouping of coherent terminal buses, which is at the basis 
of numerical procedures for power system model reduction 
in the model-based approach. In these procedures, after 
the determination of the coherent generator groups, the 
network is partitioned into an internal area (in which 
detailed modelling is desired) and in an external area (the 
rest of the network, where resorting to reduced modelling 
is of interest) [14, 27]. In the external area, each coherent 
generator group is aggregated by maintaining an equivalent 
generator, and the nodes in that area are reduced by using 
suitable techniques to form equivalent circuits [28]. 
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B. Slow coherency-based clustering algorithms for 
generator grouping

Following the above concepts, the application of 
clustering algorithms has become a viable way to form 
groups of generators characterised by slow coherency. In 
[25], a greedy clustering algorithm (i.e., an algorithm that 
makes direct choices at each step, following a predefined 
strategy) is applied to the terminal voltage angles (voltage 
swing curves). Starting from a reference generator, another 
generator is compared with it by calculating whether all 
terminal voltage angle variations in a given time interval do 
not differ more than a certain threshold from the terminal 
voltage angle variations at the reference generator. If this 
happens, the new generator is added to the same cluster of 
the reference generator, otherwise it becomes the reference 
generator of a new cluster. The process continues until 
all generators have been compared with the reference 
generators of the existing clusters. A successive check 
is made on the coherency of the generator internal bus 
voltages, looking for possible reallocations among the 
clusters. This contribution is based on the simulation of 
the power system by using a simplified linear model. With 
the evolution of the computational speed and resources, 
more contributions emerged to carry out calculations 
considering non-linear models or data-driven machine 
learning approaches.

Table I shows the features, the notions of distance, 
the clustering algorithms adopted, and additional notes 
on contributions presented in a number of selected 
publications. The main concepts that emerge from these 
applications are discussed in the next sections.

IV. Feature selectIoN

The feature selection stage has the objective to form 
a matrix with dimensions (M, H), where M is the number 
of generators, and H is the number of features. A plurality 
of features has been used in the literature. The various 
contributions have used the features directly coming from 
actual or simulated data or have created customised features 
by including specific knowledge about slow coherency. 

The rotor angle and speed of the generators are the 
most used features, especially in the model-based approach 
in which all variables can be assumed to be available. In 
these approaches, the solution method for computing the 
variables of interest is based on simulations, assuming full 
observability by the measurements that could be provided 
by PMUs [29, 30]. In addition, the time window with 
which the data are available is long enough to represent the 
slow oscillations of the generators, and the data resolution 
inside the time window is appropriate. In general, 
PMUs cannot record the rotor angles and speeds of the 
synchronous generators. In some solutions the data on 
rotor angles and speeds are reconstructed from theoretical 
calculations based on electrical measurements [31, 32]. In 
[6] it is assumed that the generator terminal frequency is 
available from PMUs installed at each generator terminal 

node. Higher frequency components are suppressed by 
using digital low-pass filtering with 0.8 Hz band. The time 
window is different in the case of normal operation and 
of the occurrence of transient phenomena due to topology 
variations or contingencies. In the presence of transient 
events, pre-event data are separated from post-event data. 
For the definition of the features to be used in the clustering 
algorithm, the distances among pairs of generators are 
calculated by using the cosine distance and the Minkowski 
distance. Then, the generator distance feature is formed 
by computing the weighted combination of the squared 
normalised distance matrices formed by the cosine and 
Minkowski metrics, taking user-defined weights. 

Considering the variations of voltage angle Δθmt, radian 
frequency Δωmt and voltage magnitude with respect to 
equilibrium conditions of the power system [33], for the 
generator m = 1,…, M at discrete points in time t = 1,…, 
T, the root-mean square coherency criteria [34] can be 
written, concerning voltage angle and radian frequency, as:

 
 ( )2 2

1

1α  Δθ Δθ Δω Δω
T

ij it jt it jt
tT =

= - + -å . (11)

and for voltage magnitudes, as:

 
 

2

1

1β  Δ Δ
T

ij it jt
t

V V
T =

= -å . (12)

On these bases, it is possible to form the coherency 
matrices A = {αij} for angles and B = {βij} for voltages 
[35].

When the evolution in time of the rotor angles and 
speeds are available, a classical way to address dynamic 
problems is to convert the variables with respect to the 
Centre of Inertia (COI). In this case, the COI is conceptually 
considered as an infinite bus and is taken as the reference 
for rotor angle and speed variations. By considering the 
constant of inertia Hm, the rotor angle δmt and the rotor 
speed ωmt for the generator m = 1,…, M at time t, the 
corresponding quantities reported to the COI are:
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å
, (13)
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1
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M
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M

m

H

H
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=
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å

å
, (14)

Since the evolution in time of the rotor angle and speed 
has a different starting point after the occurrence of an 
event, rotor angles and speeds have been further elaborated 
in [21] by calculating the differences with respect to the 
first instant of interest (t = 1):

  ( ) ( ) ( )
1δ̂ δ δCOI COI COI

mt mt m= - , (15)

  ( ) ( ) ( )
1ω̂ ω ωCOI COI COI

mt mt m= - . (16)
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The evolution of these new variables starts from the 
same point and allow easier application of Jaccard similarity 
principles (10), based on the definition of areas calculated 
on the basis of the trajectories to be compared. This pre-
processing step is rarely carried out. It seems promising 
for comparing the evolution of the time series that have 
different initial values, e.g., when the distances considered 
do not include explicit information about correlations. In 
addition, the initial difference has a negative impact on 
methods that use Euclidean distances between the time 
series [36]. However, if the initial difference is caused by 
far location of the generators, while the type of generator 
indicates similar behaviour, it has to be verified whether 
the connection point is relevant for establishing reduced 
dynamic models.

The centre of inertia frequency deviation (COIFD) is 
defined in [37] by considering the vector that contains the 
average frequency deviation for the group of Mg generators 
that belong to a coherent group g:

 
 ( ) 1

Δ
Δ

gM

gm
COIFD m
g

g

f
f

M
==
å

. (17)

Considering voltages, a relevant quantity is the voltage 
angle θ(COA) of the Centre of Angle (COA), calculated by 
considering the constant of inertia Hm and the voltage angle 
θm of the generator m = 1,…, M: 

 

 ( ) 1

1

θ
θ

m m
COA m

m
m

M

M

H

H

=

=

=
å

å
. (18)

Once defined, the COA is taken as the angle reference 
[15]. The difference between the voltage phase angle θm 
of the mth generator and the angle θ(COA) gives the angle 
variation at each individual generator m = 1,…, M, denoted 
as:
 δm = θm – θ(COA). (19)

The principal component analysis (PCA) has been 
used in [38] to reduce the number of features from a 
dynamic model in which the rotor angles and speeds of 
the generators are taken as input variables. Results have 
been presented for simulations carried out on a system with 
244 generators. The application of PCA to identify the first 
three principal components of generator speed and node 
voltage angles was suggested in [39], where some results 
were provided on a 16-machine 68-bus test system in the 
form of scattered data plots, without executing a clustering 
algorithm. 

In [40] the extraction of the principal components 
of the rotor angles is enhanced by using the projection 
pursuit theory, with which optimal projection directions 
are identified and the signs of the entries of the projection 
direction vector are considered to assess the coherency 
of the generators. In particular, the generators for which 
the same combination of signs is found in all dominant 

projection directions are grouped together.
A dynamic coupling-based criterion taken from [41] 

is used in [30] to define the following similarity function 
between generators:

 
 ( )01 1ξ   cos δij i j ij ij

i j

E E B
H H

æ ö
= +ç ÷ç ÷
è ø

, (20)

where, for the generators i and j, Hi and Hj are the inertia 
constants, Ei and Ej are the internal node voltages, δij0 is the 
relative voltage angle, and Bij is the imaginary part of the 
bus admittance entry. The similarity values are then includ-
ed in the matrix Ξ = {ξij} and are used to form the diagonal 

matrix Gξ with entries  
1
ξM

im imm
g

=
=å . A normalised La-

placian matrix is then formed as the positive semi-definite 
matrix

 
 ( )1/2 1/2 - -

x x x x= -L G G GXX . (21)

and its entries are used to calculate a matrix of 
Euclidean distances. This matrix is then processed with 
a method based on Kernel Principal Component Analysis 
(KPCA), to obtain the features embedded into a Euclidean 
space, which are used in the clustering algorithm. The 
embedding strategy used has the advantage to allow the 
incorporation of non-Euclidean distance measures in the 
clustering procedure. KPCA is also used in [21] to create 
a similarity matrix by using the eight outcomes obtained 
from the calculation of four indices (based on Euclidean 
distance, Fréchet distance, cosine similarity and Jaccard 
similarity) on the variables (15) and (16), taking the 
correlations among these indices as weights. Spectral 
independent component analysis (ICA) is applied to form a 
set of features starting from the generator speeds and node 
voltage angles in the data-driven technique presented in 
[42], without following with a clustering algorithm. ICA 
has been used to overcome the drawbacks of PCA, which 
linear-type decomposition is considered to be insufficient 
for grouping the coherent generators on the basis of the 
measured data [42]. 

Ten similarity indices are calculated in [32], constructed 
on the basis of characteristic indicators defined for the 
angle trajectories in the COI coordinate, such as the 
dissimilarity of amplitude deviation, location deviation, 
corner deviation, swing direction, and correlation of the 
trajectories. Then, multicriteria decision-making principles 
are used to synthesise a single similarity matrix Γ to send 
to the clustering algorithm. For this purpose, starting from 
the entries of the qth index normalised similarity matrix Γq, 
the similarity matrix Γ is obtained as

 
 

1

 
Q

q q
q

c
=

=åΓ Γ , (22)

Where cq is the normalised weight coefficient 
determined from the combination of two coefficients 
(the Gini coefficient and the Kendall rank correlation 
coefficient), such that  

1
1Q

qq
c

=
=å . In particular, the Gini 
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coefficient measures the inequality among the indices, 
while the Kendall rank correlation coefficient measures 
the correlations. The exploitation of multiple indicators 
is also addressed in [18], where a multi-indicator panel 
data is constructed by considering, for each generator 
m = 1,…, M, the amplitude of the voltage at the generator 
terminal, the increment of the rotor kinetic energy (with 
respect to the initial instant t0), and the voltage phase angle 
variation Δδmt at time t with respect to the voltage phase 
angle 

0
ämt  at the initial instant t0:

 
 

0
δ δ δmt mt mtD = - . (23)

Another aspect included in [18] is the use of a 
monotonically decreasing function of time to weight the 
variables considered, in such a way that the importance of 
the variable decreases during time. 

In some contributions, the Fourier coefficients of the 
generator speed deviations are determined through the 
Discrete Fourier transform (DFT) [15]. The rationale of 
using the DFT is that in normal operating conditions the 
rotor speed deviations of the generators are null, and after 
a disturbance there are oscillations that introduce non-
zero frequency components (in amplitude and phase) of 
the rotor speed deviations with respect to the fundamental 
speed, from which it is possible to recognise the coherent 
behaviour of some groups of generators. In [15], the features 
constructed are the DFT coefficients (in amplitude and 
phase) of the angle variation at each individual generator 
with respect to the COA. Positive or negative variations of 
the phase spectrum components determined from the DFT 
are taken to identify possible generator groups, without 
explicitly indicating a clustering algorithm. Another use 
of the evolution of the voltage phase angle variations is 
to consider the correlations between the real parts and 
the imaginary parts of the frequencies, found from the 
DFT, of the velocity variation of the voltage phasors [19]. 
These correlations are calculated individually, and the 
cosine distances obtained from these correlations are then 
summed up in the Euclidean way.

The Discrete Cosine Stockwell Transform is used in 
[22] to transform the data taken from generator speed and 
frequency into data in the time-frequency domain. The 
features are prepared by defining a feature matrix with 
five indicators: cumulative energy of spectral difference, 
relative spectral flatness, relative spectral flux, relative 
spectral coherence, and relative linear correlation. The 
feature matrix is then subject to min-max normalisation 
before sending it to the clustering procedure. Wavelet-
based coefficients have been used as features in [36], 
where the dominant frequency components of the 
generator rotor angles are identified, and the difference in 
their instantaneous phase is included in a phase difference 
matrix, which is used as input data for clustering. Features 
defined in the Taylor-Fourier subspace [43] are used in 
[44], with the possibility of constructing band-pass filters 
with different window lengths. 

Simulated samples of the generator frequency, extracted 
with time window 0.25 s and sampling time 100 ms, are 
used in [45] to form the input data matrix. The data matrix 
dimension is then reduced by using the Singular Value 
Decomposition (SVD), and the reduced data are then sent 
to the clustering process.

The definition of the coherent generator groups could 
depend on the specific event considered, even though the 
identification of an overall coherency could be useful. For 
this purpose, in [34] multiple disturbances and weighted 
scenarios are considered, calculating the overall coherency 
matrix as the expected value of the coherency matrices 
formed with the coefficients αij from Equation (11) or βij 
from Equation (12), determined by applying the same set 
of disturbances to randomly selected operating conditions. 
Likewise, in [46] an equivalent rotor speed deviation is 
determined by considering multiple events and calculating 
the weighted sum of the generator rotor speed deviations, 
assuming the active power of the generator as the weighting 
factor. 

Further coherency indices have been defined by using 
specific data, such as:
 - the average angular speed deviation of generators i 

and j [47]:

 χωij = f0 max{|Δωi(t) – Δωj(t)|}; (24)

 - the similarity measure between generators i and j 
[29, 48]:

 

 
{ }{ }

(1)

(1)

,
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χ 1

max max ( , )
M i j
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M i ji j

d

d
= -

ψ ψ

ψ ψ
. (25)

A key point in the identification of the data to be 
used to form the features is the possible incorporation of 
information on the network topology. In principle, in the 
analysis of a network-based problem, a mere comparison 
among time series, without considering additional 
information referring to the network connections, could 
provide groupings in which some generators located into 
different portions of the network could be included in the 
same cluster. However, the nature itself of the power system 
dynamics tends to create groups in which similar types of 
generators located in a zone close to the large disturbance 
tend to have a coherent response, while the same type of 
generators located far from the area tend to have another 
response. These concepts are discussed in [49] with an 
algebraic characterisation of coherency, indicating that a 
generator with small inertia located far from a disturbance 
could be coherent with a generator with larger inertia but 
closer to the disturbance. This result also clarifies that using 
only the electrical distance for determining the coherency 
is not sufficient. These aspects are also discussed in [50], 
indicating that for each fault the coherent generators are 
not always electrically close. Hence, even though the role 
of the network can remain “hidden”, it is significant also 
when only the time series are analysed. This aspect may 
be helpful to justify the use of data-driven approaches for 
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the creation of the generator groups, in which network data 
and modelling of generators and their control systems are 
not needed [51]. Refined versions of these methods will be 
useful for online applications.

V. clusterINg algorIthms

A. Clustering algorithms for coherency-based 
generator or node grouping

In general, a clustering algorithm is applied starting 

from the matrix of features with dimensions (M, H), to form 
an output vector of dimensions (M, 1) in which each entry 
contains the number of the cluster to which the generator m 
= 1,…, M has been assigned.

Different clustering algorithms have been used in the 
literature. Most papers have implemented classical versions 
of known clustering algorithms, including new algorithms 
that have become available during time. In general, the 
authors have tried to get benefits from the advances of 

Reference Features Distance Algorithm Notes 
Agrawal & 
Thukaram 
(2013) [29] 

Generator rotor measurement 
(angle or speed), simulated 

Similarity measure  
χMij between 
generators i and j 

SVC Initial number of clusters not 
required. 
Specific clustering validity ratio for 
SVC and statistical assessment. 

Alsafih & 
Dunn (2010) 
[46]  

Equivalent rotor speed deviation, 
simulated 

Euclidean Hierarchical 
(average linkage) 

Multiple events are weighted to 
define the equivalent rotor speed 
deviation. 

Babaei et al. 
(2019) [30] 

Components of a distance matrix 
calculated from the simulated 
generator rotor angles and 
voltages 

Euclidean, based on  
an embedding strategy to 
incorporate non-Euclidean 
distance 
measures 
 

SVC Initial number of clusters not 
required. Total number of iterations 
reduced. 
Cluster validity measure  
defined based on the cluster 
compactness and 
separation between clusters. 

Barocio et al. 
(2019)  
[45] 

Generator frequency samples, 
simulated, reduced by SVD 

Euclidean kmeans New concept based on clustering 
slopes.  
Simple global measure for stability 
condition. 

Chen et al. 
(2019) [18] 
 

Weighted distance matrix from a 
multi-indicator panel of 
simulated data (generator 
terminal voltage amplitude, 
increment of the rotor kinetic 
energy, and voltage phase angle 
variation with respect to the first 
instant, weighted with respect to 
time and indicators) 

Weighted distance function 
with three indicators 
(horizontal absolute value, 
rate of change at adjacent 
time points, and coefficient 
of variation between two 
generators) 

Hierarchical 
(Ward linkage 
criterion)  

DBI for determining the number of 
clusters.  

Joo et al. 
(2001) [52] 

Modal responses of the 
generators from a linearised 
system model, simulated 

Euclidean kmeans Calculation of centroids for each 
cluster. 

Kamwa et al. 
(2007) [34]  

Coherency matrix,  
calculated from simulated phase 
angle and radian frequency 
variation signals at the relevant 
nodes  

Euclidean Fuzzy c-medoids Medoids are real time series. 

Khalil & 
Iravani (2016) 
[37] 

Simulated frequency deviations, 
with respect to the system rated 
frequency, at generator and non-
generator nodes 

Coherency coefficient 
(cosine similarity) 

Threshold-based 
DCD 

Initial number of clusters not 
required.  
Non-generator buses are associated 
with generator groups, forming 
electrical areas. 
Suitable for online applications. 

Lin et al. 
(2018) [21] 

Similarity matrix formed through 
KPCA, based on four indices 
defined from  
generator rotor angles and 
speeds, reported to the COI 

Four indices: 
- Euclidean distance  
- Fréchet distance  
- Cosine similarity  
- Jaccard similarity 
Correlations among 
the indices are used as 
weights in KPCA 

Affinity 
propagation  

Initial number of clusters not 
required. 
 

Lin et al. 
(2018) [32] 

Generator rotor angles and 
speeds, recorded or simulated 

Ten indices, integrated 
through a decision-making 
method based on the Gini 
and Kendall rank 
correlation coefficients  

Spectral  Initial number of clusters not 
required. 
Average silhouette index used for 
determining the best number of 
clusters. 

 

Table 1. Characteristics of Selected Clustering Algorithms for Slow Coherency-based Generator Grouping.
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the state of the art, tying to discover clustering algorithms 
most suitable for the structure of the problem with data 
available as time series. In a few cases (e.g., [37] and [54]), 
the proposed versions include come characteristics of the 
technical problem in the solution technique.

A classical distinguishing aspect among the clustering 
algorithms is the need for setting up the number of clusters 
as an input. In this respect, with reference to the selected 
contributions shown in Table I:
- The number of clusters has to be preliminarily 

defined in many classical methods, such as kmeans 
[55], hierarchical clustering [18, 46, 53], and fuzzy 
c-medoids [34]. 

- Methods that do not require the preliminary definition 
of the number of clusters include non-parametric 
clustering methods, such as support vector clustering 
[29, 30], the mean shift spectral clustering [22], the 
affinity propagation clustering versions [6, 21], the 
spectral clustering versions [32, 54], the threshold-
based clustering [37], the subtractive clustering [19], 

and the density-based spatial clustering of applications 
with noise (DBSCAN) [36].

Another typical distinction among clustering methods 
is based on their ability to isolate uncommon behaviours as 
outliers. The following cases can be identified, where the 
first two cases represent extreme situations:
a) Methods that tend to isolate the outliers into small 

groups and to merge all the other cases into one or a 
few clusters. These methods have not been exploited 
for slow coherency studies. 

b) Methods that tend to create relatively uniform groups, 
in which the outliers are aggregated inside one of the 
groups. 

c) Methods in which the outliers are identified and singled 
out during the clustering process. 

The situation b) may occur for clustering methods 
such as kmeans, k-medoids and their fuzzy logic-based 
versions, which tend to create a group that includes the 

Table 1 (continued). Characteristics of selected clustering algorithms for slow coherency-based generator grouping.
Reference Features Distance Algorithm Notes 
Mei et al. 
(2008) [53] 

Simulated generator rotor angle 
speeds 

WSSE, considering the 
distance from each 
cluster element to the 
centroid, with inertia of 
the generator as the 
weight factor 

Hierarchical (Ward 
linkage criterion) 

 

Naglic et al. 
(2020) [6]  

Simulated frequency values at 
generator nodes, used to form a 
generator distance (weighted 
combination of the squared 
normalised distance matrices 
with cosine and Minkowski 
metrics, and user-defined 
weights)  

Max-product algorithm Affinity propagation  Initial number of clusters not 
required. 
Hardware in-the-loop 
implementation. 

Rezaeian et al. 
(2018) [19] 

Simulated frequency components 
existing in the angular velocity 
variation of voltage phasors, in 
the range of interarea and local 
oscillation modes  

Euclidean sum of the 
correlations between the 
real parts and the 
imaginary parts of the 
features  

Subtractive 
clustering  

Initial number of clusters not 
required. 
Coherency assessed in two 
dimensions (real and imaginary 
parts).  

Singh & 
Fozdar (2019) 
[36] 

Rotor angles of the generators, 
used to form a phase difference 
matrix based on the outcomes of 
the complex wavelet transform 

Euclidean DBSCAN Determines the instantaneous phase 
difference between rotor angles using 
the complex wavelet transform. 

Tyuryukanov 
et al. (2021) 
[54] 
 

Normalised eigenvectors of a 
matrix obtained from the second-
order electromechanical model 
with neglected damping, 
simulated 

Normalised graph cuts Spectral 
clustering and 
classical coherency  

Initial number of clusters not 
required. 
Model improvement for the second-
order model of aggregated generators, 
to reduce the stiffening effect. 

Wilfert et al. 
(2001) [38]  

Simulated time responses of the 
rotor motions 

Membership of the 
generators with their 
clusters, based on 
normalised principal 
components 

Self-organising 
maps 

 

Yadav et al. 
(2019) [22] 

Min-max normalised feature 
matrix with five indicators: 
cumulative energy of spectral 
difference, relative spectral 
flatness, relative spectral flux, 
relative spectral coherence, and 
relative linear correlation 

Least mean Mean shift spectral 
clustering 

Useful for data-driven application, 
independent of changes in system 
structure and operating conditions.  
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outliers. The classical kmeans clustering algorithm [56] 
is used in [52] to determine the groups of generators and 
calculate the centroids on the basis of an input vector that 
contains the modal responses of the generators taken from 
a linearised system model. Furthermore, kmeans is used 
in [45] in conjunction with the SVD, taking int account 
the acceleration and deceleration of the synchronous 
machines. The kmeans method is probabilistic and 
needs the initialisation of the centroids based on random 
numbers (or other specific criteria), so that multiple 
executions should be carried out to obtain a statistically 
significant analysis of the results. The k-harmonic means 
clustering used in [57] and [58] has been formulated to 
be non-sensitive to the initialisation of the centroids. The 
fuzzy c-means (FCM) algorithm [59] has been applied in 
[60]. The interest towards a fuzzy logic-based approach 
is the possibility of defining the degree of membership 
with which one generator belongs to different clusters. 
This is appropriate for interconnected power systems in 
which there are connections among the nodes that result 
in stronger or weaker coupling among the generators [34]. 
However, also FCM depends on some randomness in the 
initialisation. The subtractive clustering proposed in [19] 
on the basis of the method formulated in [61] to form the 
cluster centres can be used a pre-processing step to avoid 
the dependence on random initialisation. Medoid-based 
clustering algorithms (e.g., k-medoids and fuzzy c-medoids) 
are preferable to their centroid-based counterparts (kmeans 
and FCM), because the centroid is a fictitious output and 
does not represent any of the actual generators or nodes 
[34]. Conversely, the medoid gives by definition one of the 
actual generators or nodes per group, which can be taken 
as the representative element of the group. For this reason, 
the fuzzy c-medoids (FCMdd) algorithm developed in [62] 
has been used in [34], where the medoids are initialised by 
using the sequential PMU placement technique described 
in [35]. The concept of partitioning around medoids has 
also been used in [63], where the initial medoids are 
determined taking into account also information on the 
nodes to which the generators are connected and on the 
control systems of the generators. 

Other clustering algorithms provide more balanced 
solutions, in which some outliers can be recognised, while 
the other generators are located into an appropriate number 
of clusters. Specific notes are indicated below.

DBSCAN [64] is a density-based method that 
defines the neighbourhood with a maximum radius and 
creates groups with a minimum number of points in the 
neighbourhood. DBSCAN is a deterministic algorithm, in 
which the number of groups is not fixed a priori. In [36], 
DBSCAN is applied by considering a phase difference 
matrix determined from the results of the complex wavelet 
transform (also considered in [65]). Because of these 
thresholds, some generators could not be included in any 
group and are considered as outliers. 

Self-organising maps (SOM) [66] have been used in 

[38] with the use of normalised principal components, and 
[67] with PCA-based features. The maximum number of 
clusters is given by the dimension of the map. For a two-
dimensional SOM, the output has to be post-processed 
to identify the groups (e.g., with the kmeans algorithm). 
A one-dimensional self-organising map can be used if the 
number of clusters is relatively small (e.g., lower than 6 or 
7) to avoid post-processing.

The affinity propagation clustering [68] requires in 
input a similarity matrix, and there is no need to specify 
the number of groups a priori. It has been used in [21] with 
a similarity matrix formed through KPCA, composed of 
four indices, whose correlations have been used as weights 
in KPCA. It has also been used in [6] to select the post-
event measurements and identify groups of slow coherent 
generators after the occurrence of a disturbance, by using a 
max-product algorithm. Outliers are included into specific 
clusters. 

In subtractive clustering [19], the cluster centres are 
selected on the basis of the density function δSm from 
Equation (9), where the index m is extended to all the 
system nodes. The first cluster centre (centroid) is chosen 
on the basis of the highest density. The effect of the first 
centroid is then removed from the other nodes through a 
subtraction process. The procedure is continued to find the 
next centroids, until the stop criterion based on the ratio 
between the density at the current step and the density at 
the first step is satisfied. 

Hierarchical clustering [69] is another typical 
algorithm, which can be used in the agglomerative or 
divisive version. In the agglomerative case, initially 
all nodes are taken as independent clusters, a distance 
metric is used, and the clusters with the lowest distance 
are progressively merged, until the user-defined number 
of clusters is reached. In the divisive version there 
is initially a single cluster, which is partitioned into 
two clusters by considering the relevant metric, then 
successive partitions are created until reaching the user-
defined number of clusters. All contributions that use the 
hierarchical clustering have chosen the agglomerative 
version. The distances are defined by using the linkage 
criterion, with different solutions. The single linkage 
(based on the distance between the closest components 
of pairs of clusters) is used in [70], the average linkage 
(based on the average distances among the components 
of pairs of clusters) in [46], the complete linkage (based 
on the distance between the farthest components of pairs 
of clusters) in [71], which also considers unstable rotor 
angle trajectories, and the centroid linkage (based on the 
distances among the centroids) in [44]. The Ward linkage 
criterion [72] is used in [53], with the customised option of 
using the total inertia of the generators during the update of 
the dissimilarity matrix. In [73] the distance used to decide 
which pairs of clusters have to be merged is replaced by 
the dissimilarity coefficient constructed on the basis of ten 
normalised indicators.
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Support vector clustering (SVC) [74] is a non-
parametric clustering method that does not need to define 
the number of clusters a priori. It is able to find suitable 
clusters of arbitrary shape by determining boundaries of 
any type. The SVC procedure includes two steps, namely, 
(i) the mapping of the data points into a higher-dimensional 
vector space, with the identification of a number of support 
vectors that depend on a user-defined parameter, and (ii) 
the formation of the clusters by considering the support 
vectors to define the cluster boundaries. In [29] the SVC is 
applied by considering a non-Euclidean distance measure 
χMij between the generators i and j. The SVC is also applied 
in [55], where an embedding strategy is developed for 
making it possible to deal with non-Euclidean distance 
measures.

The spectral clustering algorithm [75] has gained 
interest in recent years in power system applications 
[76], also because it is possible to include user-defined 
similarities [77]. For this purpose, it is applied in [21] to a 
feature set that includes ten similarity indices. The spectral 
clustering is based on the definition of nodes in a connected 
graph, in which the branches are assigned suitable weights. 
For slow coherency studies, the generators are associated 
with the nodes, and the dissimilarity among the time series 
referring to appropriate variables referring to the dynamic 
behaviour (e.g., rotor angles and speeds) are considered 
as weights. The average silhouette index is used to assess 
the most appropriate number of clusters. The mean shift 
spectral clustering is used in [22] in a data-driven approach 
in which inertia is not used in the input dataset. Because 
of this, the method is suitable to deal with the intermittent 
variations in the renewable energy sources and is not 
affected by the changes of inertia due to the diffusion of 
converter-interfaced generators.

The threshold-based dynamic coherency determination 
(DCD) procedure presented in [37] includes two steps. In 
the first step the generators are partitioned into groups by 
imposing a minimum threshold on the cosine similarity, 
and the COIFD is calculated for each group. In the second 
step the threshold is relaxed to merge pairs of groups, 
recalculating the COIFD for the new groups as the 
weighted mean of the COIFD values of the two groups, 
using the number of generators as the weighting factor. 
Then, non-generator buses are associated to the groups 
formed on the basis of the cosine similarity between each 
bus and the groups formed, assuming full observability 
at the non-generator nodes. The DCD is extended in [78] 
by taking into account the impact of wind generators, 
highlighting how the coherent groups can change because 
of the presence of wind power plants. 

B. New findings for enhancing model-based 
approaches 

Close relations between the notion of slow coherency 
and the use of normalised graph cuts have been shown in 
[54]. Starting from the second-order electromechanical 

model with neglected damping, the matrix that contains the 
synchronising torque coefficients between the generators 
is simplified by neglecting the components associated 
with the transfer conductances. In this way, the resulting 
matrix denoted as KB has the structure of a negated 
graph Laplacian matrix. Moreover, the scaled inertias of 
the generators are considered as weight factors and are 
included in a diagonal matrix called M. By using these 
two matrices, it is shown that the solution of minimising 
the normalised graph cuts with relaxed constraints is equal 
to the negated sum of the K eigenvalues of M-1KB with 
smallest magnitude, where K is the number of groups 
formed, and the groups are determined on the basis of the 
corresponding eigenvectors. On these bases, a customised 
spectral clustering algorithm is developed, together with a 
refined algorithm for aggregating the generators belonging 
to the same group. The results shown indicate further 
improvements in the accuracy of model-based approaches 
based on the calculation of eigenvectors for dynamic 
model reduction, leading to renewing the interest towards 
these approaches. 

Probabilistic clustering is a challenging perspective 
that is emerging to deal with the uncertain nature of the 
power output from wind generators. The identification 
of common characteristics for wind generators has been 
handled in [79] by using probabilistic clustering based on 
SVC, and in [80] by applying a practical four-machine wind 
turbine clustering method. In the presence of the sources 
of uncertainty in the power system operation, probabilistic 
methods associated with clustering techniques may provide 
more insights on the creation of the generator groups, 
also with the possible identification of critical generators 
[81]. The computational burden of the probabilistic 
power system dynamics analysis is still high, making the 
computations suitable for offline analysis. In addition, the 
power system models used have to be very detailed. The 
probabilistic assessment of multiple operational scenarios 
may provide more detailed information on the creation 
of the generator groups, in line with future developments 
towards probabilistic stability studies [82]. 

VI. comparIsoNs amoNg clusterINg algorIthms For 
geNerator groupINg

Wide comparisons among the solution methods are not 
generally easy to be carried out. For clustering applications, 
the network to be used should be large enough and include 
enough generators to create a significant number of groups. 
Some IEEE test systems (e.g., the IEEE 68-bus 16-machine 
power system [83]) provide significant benchmarks, 
needed in model-based approaches to reproduce the results 
on the same network, using the same type of model of 
the synchronous machines, and with the testing carried 
out on the same contingency. In some cases, the authors 
have reimplemented the algorithms proposed in the 
selected reference methods. For data-driven approaches, 
the situation may become more complex because of data 
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property issues. Data management by large international 
organisations opens the possibility of carrying out extended 
applications to real cases [13].

Considering the selected methods reported in Table 1, 
different types of comparison have been carried out, as 
summarised below by considering the progressive year of 
publication of the related papers.

The earliest example considered here is the successful 
comparison reported in [34] for the use of FCMdd with 
respect to the FCM used in [60], also confirmed in [84] 
for a real system with 160 generators. For the hierarchical 
clustering described in [53] there is just a qualitative 
comparison with real data. Another hierarchical clustering 
algorithm proposed in [46] provides the same results of 
the calculation of eigenvalues and eigenvectors for the 
linearised model on a 16-machine system. The authors 
conclude that their proposed method has the advantage of 
its applicability to a wide-area measurement system, also 
considering the effects of the occurrence of different events 
on the clustering results. A more extended comparison 
is provided in [29], where the proposed SVC method is 
compared with kmeans [52], FCM [48], hierarchical 
(average and Ward linkages) [53, 70]. The comparison is 
carried out by using the cluster validity indicators Davies–
Bouldin index (DBI) [85], silhouette coefficient [86] and 
Xie-Beni index [87], as well as the minimum average 
absolute angle difference over all the coherent groups. The 
results consistently show that the SVC method provides 
the best results, followed by the hierarchical method with 
average linkage criterion. The DCD method introduced in 
[37] exhibits a lower computation burden as compared to 
other measurements-based methods [42] by using the same 
system and disturbance. 

The spectral clustering method presented in [32] is 
compared with three methods by using the average silhouette 
indicator [86], where the compared methods are executed 
with given parameters. Positive results are reported for the 
proposed method (with overall better results) and for the 
methods reported in [40] and [39]. Sensitivity analyses 
would be needed to perform more detailed verification. In 
[21] the affinity propagation method is compared with four 
methods, for three of which ([39, 42], and [40]) and for the 
proposed method the results are considered acceptable. The 
proposed method is then considered more appropriate by 
the authors because of the possibility of using it for online 
monitoring. The subtractive clustering proposed in [19] 
is compared with the re-implemented versions of kmeans 
and FCMdd from [34] on a 16-machine test system. The 
authors conclude that appropriate setting of the parameters 
of the subtractive clustering can provide better results. 

The discussion in [36] is focused on indicating why 
DBSCAN is better than kmeans. The weighted clustering 
of multi-indicator panel data proposed in [18] is compared 
with other methods such as max-min, kmeans, coherence 
clustering based on feature extraction of wavelet transform 
and PCA, and provides better results by considering 

the DBI indicator. In [30], the proposed SVC method is 
compared with FCM [60] and spectral clustering [77] by 
using the average silhouette indicator [86] and leads to 
better results, with the advantage that can identify in an 
automatic way the suitable number of clusters. 

More extensive comparisons are carried out in some 
papers. The clustering algorithm presented in [55] is 
compared with PCA [39], the determination of Koopman 
modes [3] and the dynamic mode decomposition (DMD) 
introduced in [45]. The PCA is unable to provide 
information on damping, modes and participation factors 
as given by the Koopman mode and DMD. The proposed 
clustering method based on SVD and kmeans is able to 
reduce the dimension of the dataset and requires shorter 
time windows with respect to Koopman mode and DMD 
for capturing slow electromechanical modes (about 0.1 
Hz). In addition, the proposed method gives information 
about the slope of the signal. The mean shift spectral 
clustering from [22] is compared with FCMdd [34], 
PCA [39], ICA [42], DCD [37], and COI-based affinity 
propagation [21]. The comparison is conducted with main 
reference to the behaviour of the methods in intermittency 
cases due to renewable energy sources. In this case, the 
information needed for PCA, ICA and COI-based methods 
are difficult to be obtained or updated in the presence of 
intermittency, while for FCMdd and DCD the authors 
indicate the presence of incorrect groupings. 

In [6] the results of the proposed affinity propagation 
method are compared with the reimplemented DCD from 
[37], with tests carried out for a time interval of 86.6 s 
with multiple perturbations. The results are presented at 
different times, showing when the same coherent groups 
are found from the two methods, and discussing the 
higher adaptability of the proposed method. In [54] the 
comparison is conducted more on the modelling side, 
taking the slow coherency grouping algorithm [88] as the 
reference. Concerning the generator grouping into areas, 
some comparisons are carried out with the results shown 
in [20] and [89], providing some indications concerning 
the partitions in a small number of groups for a given 
disturbance.

VII. coNcludINg remarks

Slow coherency concepts and related applications 
implemented through clustering algorithms have been 
reviewed on the basis of historical contributions and recent 
developments. The topics addressed in this paper have been 
dedicated to the bulk power system, excluding distribution 
systems and microgrids, in which the context of dynamic 
analysis is evolving with the increasing presence of 
converter-interfaced generation, storage and participation 
of the demand-side. Different options have been followed 
by the authors concerning the choice of the features and the 
clustering algorithms. 

In general, the comparisons shown are still too limited 
to conclude that any clustering method can be more 
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appropriate than others. Only extended applications to 
consolidated benchmarks could provide more hints. In any 
case, it is not expected to find that one clustering algorithm 
could be consistently superior to others across all test 
systems and for many sets of disturbances. The definition 
of specific benchmarks agreed among the scientific 
community and the definition of shared test procedures 
are important directions for carrying out further activity, 
with the possible development of more refined algorithms. 
The benchmarks themselves need to be upgraded to 
follow the current evolution of the power systems, where 
the integration of generation from renewable energy 
(mainly wind systems) with fluctuating behaviour and the 
increasing presence of converter-interfaced generation 
and storage introduce new challenges to the interpretation 
of the operating conditions. In this respect, also classical 
model-based approaches need to be revised to incorporate 
further details in line the evolving context of power systems 
operations. Some methodological trends include the 
development of methods based on constrained clustering, 
correlation-based clustering, and probabilistic clustering.

An insightful direction for future research is to extend 
data-driven approaches based on real-time measurements, 
in which the nature of the connections among the data 
can be constructed by the solver. The efficiency of these 
approaches will be satisfactory if sufficiently accurate 
results will be provided with a computational burden 
consistent with online applications.
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Abstract — The paper aims to summarize and analyze 
the statistical data on the generation structure and 
price behavior in the Russian electric power industry 
and, based on the analysis, make a statistical 
contribution to the discussion on the outcomes of the 
electricity reform in Russia. A brief review of this 
topic is provided. The study states that the electric 
power industry should be regarded as a combination 
of four sub-industries when regulation, market 
design, and industrial organization problems are 
discussed. These four sub-industries are generation, 
transmission, distribution, and sales because of 
different regulations applied to these businesses. The 
main trends in the retail price index and some other 
indexes in the four sub-industries are observed from 
2009 to 2018. The trends in electricity consumption 
and generation structure are discussed as essential 
components of economic processes in the industry. 
The findings suggest that the four sub-industries 
make different contributions to the overall growth of 
the electricity supply costs for end consumers. Most 
growth was determined by regulated government-
granted monopolies in network businesses 
(transmission and distribution companies). The sales 
business is represented in the research by suppliers 
of last resort.

Index Terms: electricity market, industrial organization, 
electric power industry reform, deregulation.
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I. INtroductIoN

Nearly two decades have passed since the electric 
power industry reform in Russia started. However, until 
now, the process has not finished. The market models and 
rules, legal arrangements change regularly. Discussion 
about whether the reform is a success, what shortcomings 
of the new structure are, and how to improve the market, 
continues.

The changes in statutory regulation of the electric 
power industry in some countries (the process is referred 
to as «liberalization» or «deregulation») resulted in lower 
prices for the end consumers and higher competition 
in electricity production and sales. In 2000-2010, the 
electricity price index (EPI) in Russia was significantly 
higher than the retail price index (RPI). Later it was 
comparable or slightly higher than RPI. Thus, despite the 
long-term industry reform, there was no price decrease, 
which draws criticism of the reform (for example, [1]-[3]). 
Some authors note some positive results of the reform, 
including, in particular, a decline in the failure rate and 
an increase in the fuel utilization efficiency at thermal 
power plants. The reform led to significant investments in 
generation (primarily due to the mechanism of capacity 
supply agreement) and in electric networks [4]. Some 
researchers confirm that the electricity price growth 
sustainably exceeded the inflation rate [5]-[6]. This 
opinion, however, is not shared by all. Some authors 
believe that the electricity price growth in 2010-2017 was 
lower than the inflation rate [7].

In general, the researchers conclude that the Russian 
electricity reform was not successful, and further 
regulatory changes are necessary. The discussion on the 
industry problems, their possible solutions, and research 
methods continues ([8]-[14]).

Research and discussions of the electricity market 
can encounter the following issues. Some authors 
consider the electric power industry to be an integral 
whole and make conclusions based on the statistical 
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and econometric data of the entire industry. In this case, 
conclusions can hardly be applied to the organization and 
regulation issues since the electric power industry is a 
complex entity. Part of it (electricity generation and sales) 
functions under competition conditions, and the other part 
(electricity transmission and distribution) is, in general, 
a government-granted monopoly. Generalized statistical 
data summarize the contribution of the industry parts but 
do not allow detecting the regulatory mechanisms, which 
create problems or provoke destructive by-effects. To 
provide an efficient policy, the electric power industry 
should be viewed as a combination of interdependent 
components, i.e., sub-industries (generation, transmission, 
distribution, and sales). The analysis should be based 
on statistical data that describe each of the industries 
separately. In particular, monopolistic power in the 
generation is analyzed in [15].

This research focuses on the years 2009-2018. A 
similar analysis of the previous decade can be found in 
[16].

II. INFlatIoN INdexes aNd electrIcIty coNsumptIoN

Before analyzing the electric power sub-industries, let 
us introduce the benchmarking data that characterize the 
economic conditions in general, i.e., inflation and total 
electricity consumption. Fig. 1 presents the retail price 
index (RPI), electricity price index (EPI), and electricity 
generation price index (EGPI). Further analysis will 
use RPI as the benchmark of the price growth. RPI will 
be reduced to the price value in the earliest year under 
consideration and will show how the price would change 
if it changed proportionally to RPI (shown by dotted lines 
in the diagrams).

The diagram shows that EPI was constantly higher 
than RPI in 2000-2010, i.e., for the end consumers, the 
electricity price increased more quickly than the price of 
other commodities and services. Since 2011, EPI has been 
similar or slightly lower than RPI.

The electricity consumption in 2008-2018 is shown in 
Fig. 2. The difference between the two lines reflects the 
electricity consumption outside of the Russian unified 

Fig. 1. Retail price index (RPI), electricity price index (EPI), and 
electricity generation price index (EGPI) in 2000-2018. Source: 
Federal State Statistics Service of the Russian Federation.

Fig. 3. Electricity production in 2009-2018 (bln. kWh per 
year). Source: Federal State Statistics Service of the Russian 
Federation.

Fig. 2. Electricity consumption in the Russian Federation, 
including the consumption in the unified power system (UPS). 
Source — The System Operator of the Russian Federation.

Fig. 4. Installed capacity of thermal, hydro, and nuclear power 
plants. Source: Federal State Statistics Service of the Russian 
Federation.
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power system. The total electricity consumption decrease 
in 2009 was followed by an intensive demand recovery 
in 2010, and, later, in 2011-2012, the growth was about 
1.4% per year. After a stagnation of 2013-2014, the 
demand continued to rise with an average value of 1.5% 
per year, which implies that the economic situation of the 
considered period is characterized by rather stable growth 
of the total electricity consumption and by lower inflation 
than in the previous decade. This should be kept in mind in 
the analysis of electricity supply costs and tariffs.

The main components of the total electricity supply costs 
for the end consumers are the payments to the generators 
(for electricity and electric capacity) and the payments to 
the transmission and distribution networks. A noticeable 
part is a retail markup. The share of other payments, 
including those to the trading system administrator, system 
operator, and others, is less than 1% totally and is not 
considered in this paper.

III. electrIcIty geNeratIoN

Understanding the price changes requires the 
consideration of trends in generation. These trends are 
partly influenced by economic conditions, for example, 
through investments into profitable projects. And vice 
versa, the trends in generation structure determine prices. 
Thus, price changes should not be considered separately 
from the generation structure.

The electricity generation in Russia increased in 2000-
2008 by 2% annually on average. In 2009 it decreased by 
4.6%. After recovery in 2010, the average annual growth 
was about 0.9% in 2011-2018 (Fig. 3). The generated 
volumes changed differently for various power plants. 
Thus, the nuclear plants increased production by 2.6% 
annually in 2000-2017.

Within the same period, 2000-2017, hydropower plant 
generation changed depending on weather conditions and 
grew on average by 0.4% annually. The output of thermal 

power plants increased in 2000-2008 by 2.5% annually, 
and later, in 2009-2017, decreased by 0.1% annually.

The investments in new electricity generation, along 
with the low pace of withdrawal of old generators from 
service, resulted in a substantial surplus of generation 
capacity. The installed capacity of power plants increased 
from 212 GWh to 243 GWh in 2009-2018. At the same time, 
the maximum load rose from 150 GWh to 152 GWh, i.e., 
the regulatory mechanisms of the electric power industry 
development do not guarantee balanced construction and 
commissioning of new generation capacities in the context 
of the current electricity demand.

Therefore, the average annual electricity production per 
unit of installed capacity grew from 4126 kWh/kW to 4612 
kWh/kW in 2000-2008. In 2009, electricity consumption 
decreased due to the economic crisis. In 2016, each kW of 
installed capacity produced only 4086 kWh per year, i.e., 
the production performance in 2016 was lower than that in 
2000 (before the industry reform).

The installed capacity of all types of generation grows 
(Fig. 4), and the production performance differs for 
various generation types (Fig. 5). For nuclear generation, it 
increased from 6037 kWh/kW in 2000 to 7281 kWh/kW in 

Fig. 5. Production performance of 1 kW of installed capacity 
of thermal, hydro, and nuclear power plants. Source: Federal 
State Statistics Service of the Russian Federation, calculations 
by the author.

Fig. 6. The day-ahead market prices in price zones I (a) and II (b) 
of the wholesale electricity market compared with the RPI, gas, 
and coal price indexes (reduced to the electricity price in 2009).
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2017. At the same time, the same ratio decreased for hydro 
generation from 3725 kWh/kW to 3518 kWh/kW. The 
production performance of thermal power plants increased 
in 2000-2008. Later, in 2010-2017, it dropped from 4424 
kWh/kW to 3687 kWh/kW, i.e., it became 16,7% lower. 
The power capacity factor of thermal power plants in 
2017 was only 42.1%. It reveals discrimination of thermal 
generation in favor of nuclear one.

Such dynamics of the power capacity factor pose risks 
for the industry and provoke either growth in electricity 
prices or a decrease in the producers’ profits. Less electricity 
generated by a power plant means smaller variable costs 
but the fixed costs remain the same. Thus, some producers 
need a higher market price to cover the fixed costs if they 
are not covered by the capacity payments. In this case, the 
wholesale electricity prices may grow more quickly than the 
prices of the fuel consumed by the plant.

Fig. 6 shows the prices in the day-ahead market in both 
price zones.

Prices in price zone I of the day-ahead market grew 
above the inflation rate in 2010, and later, the growth was 
equivalent to the RPI change. In 2009-2017, the price in 

price zone I rose by 80%, RPI – by  77.9%, and gas price – by 
90%, i.e., the total electricity price growth in the wholesale 
market was equivalent to the inflation rate and lower than 
the rise in the dominant fuel price in this price zone.

The dominant fuel of price zone II is coal. Coal price 
increased in 2009-2017 less than RPI. Within the considered 
period, the electricity price in the zone increased by 97.8%, 
coal price – by 57.3%, and RPI – by 77.9%.

To get a complete picture, let us look at the earnings of 
some generating companies. Fig. 7 indicates a normalized 
revenue of two wholesale market participants – Enel Russia 
and Inter-RAO Electric Power Plants (since 2012). The 
power plants of Enel Russia work in price zone I of the 
wholesale market. The Figure shows that the normalized 
revenue of the two companies (including the revenues from 
electricity and capacity sales) changed similarly to RPI. The 
normalized revenue of Enel Russia in 2009-2018 increased 
by 62%, while RPI increased by 85%.

Thus, within the period under review, there is an 
advanced growth of installed capacity in the sphere of 
electricity generation. In combination with moderate 
electricity consumption growth, it results in lower 
production performance of 1 kW of installed capacity. The 
prices in zone I of the day-ahead market changed similarly 
to gas prices, and the overall increase was equivalent to the 
retail price index change. The normalized revenue of the two 
considered producers also increased likewise, or less than 
RPI. The prices in price zone II increased more quickly than 
RPI and coal prices, but the difference had become smaller 
by 2017.

IV. electrIcIty traNsmIssIoN

The major participants in electricity transmission are 
the Federal Grid Company (FGC) that operates the main 
transmission system and distribution companies. The FGC 
prices are shown in Figs. 8, 9.

The diagrams indicate that the grid transmission prices 
grew rapidly in 2010-2011, and later, they changed similarly 
to inflation. Nevertheless, due to the fast initial growth, 

Fig. 9. Electricity transmission prices of the Unified Power 
System.

Fig. 8. Electricity transmission prices of the Unified Power 
System.

Fig. 7. The revenue from electricity and capacity sales divided 
by 1 kWh of generated electricity (compared to RPI).
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the overall increase was 198% within the period under 
consideration. RPI, at the same time, increased by 85%.

To present the situation in distribution networks, let 
us consider two distribution companies (Rosseti Moscow 
Region (MOESK) and Irkutsk Network Company (IESK)) 
and one-part transmission tariffs for four voltage levels: 
high (HV), first average (AV-1), second average (AV-2) 

and low voltage (LV). (Fig. 10). The Figures show that 
the distribution tariffs also increased more quickly than 
retail prices. For example, the one-part low-voltage tariff 
of MOESK increased by 148% within the period under 
consideration, the second medium-voltage tariff increased 
by 90%, the first medium-voltage tariff – by 197%, and 
the high-voltage tariff – by 232%. In the same period, RPI 
increased by 85% only. The dynamics of the IESK tariffs 
were similar.

Thus, the transmission and distribution tariffs rose 
more quickly than the inflation. Although the growth was 
distributed non-uniformly and most of the increase occurred 
in 2010-2011, the overall tariff increase exceeded RPI, in 
some cases,1.5-2 times.

V. sales

The sphere of electricity sales is organized as a 
combination of suppliers of last resort and other suppliers 
that are not obliged to contract all the coming consumers. The 
prices of the suppliers of last resort are subject to regulation. 
The dynamics of the supply tariffs are represented by the 
suppliers of last resort in the city of Moscow (Mosenergosbyt) 
and the Irkutsk region (Irkutsk Energy Sales Company, and 
Rusenergosbyt). The household tariffs are shown in Fig. 11.

The diagram demonstrates that the pace of changes in 
tariffs under consideration was not steady. However, it is 
typical of the three suppliers that:
 - in the early stage, the tariffs changed likewise the retail 

price index;
 - an overall tariff growth exceeded the retail price index 

significantly.
 - the tariff of Mosenergosbyt in 2018 was 58% higher 

than it should have been if it were indexed with RPI. The 
excessive growth for Irkutsk Energy Sales Company 
was 184% and for Rusenergosbyt – 249%.

VI. coNclusIoNs

The information and statistical data provided in the 
paper bring us to the following conclusions concerning the 
results of the electricity reform and the current regulatory 
conditions in the Russian electric power industry:
1. The economic situation in 2009-2018 was characterized 

by stable growth of the total electricity consumption and 
a lower inflation rate than in the previous decade.

2. The regulatory mechanisms of the electric power industry 
development do not guarantee balanced construction 
and commissioning of new generation capacities in the 
context of the current electricity demand. The provided 
data on production performance show discrimination of 
thermal generation in favor of nuclear one and excessive 
growth of generating capacities.

3. The data on the day-ahead market confirm a relative 
efficiency of the wholesale market regulatory framework, 
at least in the first price zone. In the second price zone, 
the electricity price grew excessively compared with 
the inflation rate and fuel price. The excessive growth, 

Fig. 10. One-part tariffs of MOESK (a) and IESK (b) for 
electricity distribution for different voltage levels.

Fig. 11. The household tariffs of Mosenergosbyt, Irkutsk 
Energy Sales company, and Rusenergosbyt in 2009-2018.
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however, is incomparable with the one in electricity 
transmission and distribution.

4. In electricity transmission and distribution, significant 
price growth was approved by the regulating authorities. 
The rise exceeded the retail price index, in some cases, 
by 200% and more.

5. In electricity sales, the uneven price growth exceeding 
inflation was also approved by the regulators. The sales 
prices do not influence the end consumer costs as much 
as the transmission prices. Their dynamics, however, 
require the attention of researchers.
The significant difference between price dynamics 

in various sub-industries also proves that generation, 
transmission, distribution, and sales should be considered 
separately when discussing electricity reform and regulation. 
Otherwise, the conclusions must be questioned.
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Abstract — The paper considers a staged conversion 
process of pulverized coal fuel in the MHPS-type gasifier, 
which uses mixtures of oxygen and carbon dioxide as 
a gasifying agent instead of air. Similar conversion 
processes can be applied in the process diagrams 
with the capture and disposal of carbon dioxide. 
The research tool is a reduced-order mathematical 
model of coal particles' conversion in a reacting gas 
flow. Replacement of nitrogen with carbon dioxide 
leads to significant changes in the gasification process 
characteristics: the average reaction temperature 
decreases, but this decrease is partially compensated by 
an increase in the concentration of gaseous reactants. 
Thus, the gasification process efficiency and the fuel 
conversion degree increase. Calculations make it 
possible to identify a range of parameters with the 
highest cold gas efficiency values. The influence of 
oxygen concentration is estimated, the dependence of 
the fuel conversion degree on the reaction temperature 
is analyzed.

Index Terms: coal gasification, staged process, 
mathematical modeling, oxy-fuel.

I. INtroductIoN

Coal is the first candidate for displacement in the 
process of decarbonization of the energy sector. Despite 
its prevalence, large reserves, and low cost compared to 
other fossil fuels, coal has the worst forecast indicators [1, 
2]. This fact, among other things, is due to the growing 
environmental requirements for energy technologies. 
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Clean coal technologies, including gasification ones, are 
not yet widespread for various reasons, although their 
potential cannot be considered exhausted [3].

Gasification of coal dust and coal-water suspensions is 
widely used in industry, for example, in the production of 
chemicals [4]. According to [5], most of the large gasifiers 
operate for the needs of the chemical industry (mainly in 
China). There are some demonstration and commercial 
combined cycle power plants with integrated coal 
gasification (IGCC) [6]. Despite the better environmental 
characteristics and higher efficiency of such power plants, 
they are not widely used in the energy sector. This is due 
to both the progress of traditional coal-fired power plants 
operating with high steam parameters [7] and some unsolved 
problems (such as high capital costs [8] and insufficient 
reliability in comparison with other plants [9]). The IGCC 
efficiency largely depends on the efficiency and reliability 
of the gasification reactor and associated equipment (high-
temperature heat exchangers, gas cleaning systems, and 
others). When the process conditions change, for example, 
fuel composition or power load, the reactor must maintain 
operation stability under existing technological constraints. 
The gasification agent composition and flow rate can be 
used as control parameters to this end.

Most of the existing high-power gasifiers use oxygen 
with a purity of up to 95% as a gasification agent [5]. In 
this case, the air separation costs should be compensated 
by an increase in the fuel conversion and the heating value 
of the produced gas. Other gasifier types use gasification 
agents with a low oxygen concentration (at the air level) 
[10]. In this case, the fuel conversion degree could be 
low. Consequently, additional systems are required for its 
combustion.

The flow diagrams of thermal power plants with 
carbon dioxide capture and storage (CCS) include the 
units designed to purify carbon dioxide from combustion 
products or intermediate products. The resulting carbon 
dioxide can be used, inter alia, to control the characteristics 
of combustion and gasification processes. For example, the 
recirculation of carbon dioxide and water vapor mixtures 
can be used in coal combustion to simplify the operation 
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of CCS systems [11]. Similar processes were proposed for 
coal gasification in [12, 13].

In [14], the authors used a mathematical model of a 
stationary gasification process to compare the efficiency 
of coal-water and coal-carbon dioxide suspensions. 
Calculations show that carbon dioxide additives make it 
possible to reduce the specific oxygen consumption at a 
given temperature (in comparison with the coal-water 
suspension). However, the average fuel conversion 
degree decreases. The authors of [15] experimentally 
investigated the properties of carbon dioxide suspensions: 
measurements indicate that the viscosity and surface 
tension of carbon dioxide suspensions are lower than those 
of coal-water suspensions, which is why their transport 
and spraying require lower mechanical costs. They 
obtained carbon dioxide suspensions with a solid phase 
fraction of up to 66% of the mass. The work with carbon 
dioxide suspensions requires higher pressures. Therefore, 
their economic efficiency is determined by the operating 
pressure and thermal power of the reactor.

The process of staged gasification with carbon dioxide 
added (up to 25 vol. %) was proposed in [12]. The 
experimental setup made it possible to achieve cold gas 
efficiency (CGE) of about 45-50% with a fuel conversion 
degree of 90-95%. The low efficiency of the process is 
associated with high heat losses (the reactor capacity was 
three t/d, and the oxygen concentration was close to air). 
A similar process was considered in the study [12], which 
indicates that the recirculation of carbon dioxide and its 
partial use in the gasification process can increase the power 
plant efficiency. The studies [13, 16] proposed the flow 
diagrams of power plants, in which carbon dioxide is used 
not only in the gasification process but also as a working 
medium in power generation: the authors believe that such 
power plants can have a gross efficiency up to 50%.

The fuel conversion patterns change slightly when using 
O2/CO2 mixtures in contrast to O2/N2 mixtures. Oxygen 
diffusivity changes significantly over the particle surface: 
it decreases in the carbon dioxide-rich region and increases 
in the carbon monoxide-rich region, which is formed during 
gasification [17]. The contribution of the fuel reaction with 
oxygen declines. Therefore, the average combustion rate 
of particles decreases: the oxidation completeness depends 
to a greater extent on burning combustible gases formed 
on the fuel surface in the gas volume [18, 19]. Due to the 
lower reactivity of carbon to CO2 and a decrease in the 
reaction temperature, the influence of the kinetic features 
of heterogeneous reactions and fuel porous structure 
increases [20]. The pyrolysis stage could be intensified due 
to an increase in the heat capacity of a high-temperature 
gas mixture [21]; however, with a decrease in the oxygen 
diffusivity, the ignition and combustion stages slow down 
[22]. The study [23] indicates that an increase in the heat 
capacity of a gas mixture due to carbon dioxide added 
could lead to flame extinction. In [24-26], the investigation 
indicates the effect of recirculation of combustion products 

on the structure of a pulverized coal flame: when carbon 
dioxide and water vapor are added, the flame length and 
average temperature decrease, which leads to a significant 
redistribution of heat fluxes both in the combustion region 
and on the walls of the burner.

Thus, the effect of water vapor and carbon dioxide 
addition could influence the macrokinetics of solid fuel 
conversion in different directions. Thermodynamic 
calculations show that during coal gasification, there can 
be regions of parameters with high CGE corresponding 
to very low temperatures of gasification products (which 
can be achieved only with a huge reaction zone) [27]. 
Therefore, when optimizing the parameters of the 
gasification reactor, it is necessary to raise the process 
temperature by increasing oxygen consumption [28]. 
The achievable efficiency of gasification processes using 
O2/CO2 mixtures will be determined by the competition 
between temperature and concentration factors.

There are some papers on modeling two-stage gasifiers, 
which address recirculation and consider the possibility 
of simultaneously varying both stoichiometric ratio 
and fuel distribution by stage [29, 30]. In this work, the 
model developed in [30, 31] is applied to the study of coal 
gasification under oxy-fuel conditions (i.e., gasification 
in mixtures of O2/CO2). The use of reduced-order models 
makes it possible to carry out calculations for a wider range 
of conditions (compared with the previous works) and get 
enhanced estimations for optimal parameters.

II. mathematIcal model

The two-stage gasifiers use chemical quenching. In the 
first stage, the fuel is burned to achieve the most complete 
conversion and high temperatures. The second stage 
suggests the supply of secondary fuel reacting with the 
decomposition products of primary fuel, which results in a 
decrease in the process temperature. The resulting coke ash 
residue is pneumatically transported back to the first stage 
for combustion. This diagram is currently used at Nakoso 
IGCC with Mitsubishi Hitachi Power Systems (MHPS) 
gasifier.

A mathematical model described in detail in [31, 32] is 
used to assess the characteristics of the gasification process. 
A feature of the model is the combination of computational 
approaches to chemical thermodynamics and kinetics of 
heterogeneous reactions, which can significantly reduce the 
computation efforts. Kinetics of heterogeneous reactions 
(drying, pyrolysis, gasification) is described using a system 
of differential equations, and the system composition is 
determined by the equilibrium conditions in the gas phase, 
i.e., by solving the extremum search problem [33]. Similar 
models were used to simulate coal gasification processes 
in [34-40].

The heat balance for fuel particles is written in the form 
of a differential equation:
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In equation (1) z is the spatial coordinate (length of the 
reaction zone), m; U is the particle velocity, m/s; mp is the 
particle mass, kg; Tp is the particle temperature, K; cp is 
the specific heat capacity of fuel, J/(kg∙K); a is the heat 
transfer coefficient, W/(m2∙K); Sp is the outer surface of 
the particle, m2; ε is the emissivity of the particle surface; 
σ is Stefan-Boltzmann constant, W/(m2∙K4); Tg is the gas 
temperature, K; Tw is the wall temperature, K; rj is the rate 
of the physicochemical process associated with the particle, 
kg/s (drying, pyrolysis, reactions with gases); Qj is the 
thermal effect, J/kg (it is estimated from thermochemical 
data).

The drying rate rdr is calculated using two formulas 
depending on the temperature conditions:
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Here Tb is the boiling point of water under the given 
conditions, K; b is the mass transfer coefficient, m/s;  is 
water molar mass;  and  are the partial pressure and saturated 
pressure of water vapor, Pa; Rg is the universal gas constant, 
J/(mol∙K); Qdr is water evaporation heat, J/kg.

The pyrolysis rate rpyr depends on temperature 
according to the Arrhenius law:
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Here kpyr is the preexponential factor, 1/s; Epyr is 
the activation energy, J/mol; mV is the mass of volatile 
substances in the particle, kg. Heterogeneous reactions rate 
follows diffusion kinetics equation:
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Here Cg is the concentration of gaseous oxidizer (O2, 
CO2, H2O), kg is the preexponential factor of heterogeneous 
reaction, m/s; Eg is the activation energy, J/mol; NuD is 
the diffusion Nusselt number; Dg is the diffusivity of 
gaseous oxidizer, m2/s; dp is particle size, m. The solution 
to the system of equations for individual stages is found 
as follows. Differential equations (2)–(4) related to the 
kinetics of heterogeneous chemical transformations are 
solved at a given temperature distribution, while the gas 
composition is determined from the partial thermodynamic 
equilibrium problem [33]. Then the stationary problem of 
heat transfer is solved given heat sources (1). These steps 
are repeated until the resulting solution stops changing 
with iterations.

The numerical method of solving the problem for both 
sequential stages also involves iterations; the shutdown 
condition is the achievement of the specified accuracy 
in terms of the consumption of the recirculated coke-ash 
residue (5% of the total mass flow of the fuel entering the 
first stage). A two-stage gasifier is a system with feedback. 
Therefore, the existence of a stationary solution, in this 
case, is not obvious: even simple systems can exhibit 
complex dynamic behavior [41]. Preliminary calculations 
indicate that consumption of the recycled residue converges 
to a constant value, and this convergence is achieved rather 
fast: the determination of the stationary state parameters 
requires fewer than ten iterations (in most cases, fewer than 
five iterations). Nevertheless, the question of the number 
and stability of stationary states, generally speaking, 
remains open and should be solved employing appropriate 
models [42].

Our previous research [43] investigated the effect of 
adding carbon dioxide and water vapor in the oxygen-blown 
one-stage coal gasification process. This work focuses 
on a staged process with an oxygen concentration of 21-
30%. The initial gasification agent temperature is 500 K. 
The geometric parameters of reactors are constant for all 
calculations: the reaction zone length is 20 m (including the 
length of the first stage equal to 3 m), the diameter is 3 m. 
Fuel consumption is 1700 t/d, average particle size is 100 
μm. Fuel composition is as follows: moisture content is 9.2 
wt%; ash content is 12.7 wt%; volatiles yield is 30.9 wt%; 
carbon content is 82.3 wt%; hydrogen content is 5.06 wt%; 
oxygen content is 9.47 wt%; nitrogen content is 1.91 wt%; 
sulfur content is 1.09 wt%. The blast is distributed between 
the stages as follows: 90% goes to the first stage, and 10% 
goes to the second stage. Solid particles do not pass from 
the first stage to the second: it is assumed that the fuel is 
either completely burned or escapes the reactor with slag as 
mechanical underburning. Recirculation of excess fuel mass 
leads to computational difficulties (the iterative process may 
be convergent due to this approximation). We assume that 
after the second stage the coke-ash residue is cooled to input 
temperature before returning to the first stage.

III. modelINg results aNd dIscussIoN

Calculated stationary profiles of temperature and gas 
composition during gasification of pulverized coal in O2/
N2 and O2/CO2 mixtures are shown in Fig. 1 and 2 (the 
initial volume fraction of oxygen in both cases is equal to 
21%). The reaction temperature decreases significantly in 
the case of the O2/CO2 mixture (by 300-400 K in the first 
stage and by 100-200 K in the second stage). However, 
due to the high concentration of CO2, a more complete 
fuel conversion is observed, and the produced gas has a 
higher calorific value (similar results were obtained in [44] 
for one-stage processes). This implies that temperature 
declines not only due to an increase in the specific heat 
capacity of gas flow but also due to an intensification of 
endothermic reactions.
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Fig. 1. Comparison of the calculated temperature profiles in 
the reaction zone of a two-stage gasification process with O2 /N2 
and O2 /CO2 gasification agent.

Fig. 2. Comparison of gas composition profiles in the reaction 
zone of a two-stage gasification process with O2 /N2 (a) and  
O2 /CO2 (b) gasification agent.

The CGE dependence on the fraction of primary 
fuel, when using the O2/N2 mixture with an oxygen 
concentration of 21%, is shown in Fig. 3. The maximum 
CGE corresponds to a primary fuel fraction of about 
60%. Earlier [30], the value of the optimal primary fuel 
fraction obtained for gasification in high-temperature air 
(initial temperature 1173 K) was about 30%. In present 
calculations, the maximum gas temperature at the first 
stage outlet is reached at a primary fuel fraction of 30-40%. 
With a primary fuel fraction of 60% and a stoichiometric 
ratio of 0.4, the gas temperature is about 1900 K, which 
is permissible under slagging conditions, and allows the 
process in the second stage with a sufficiently complete 
conversion of the secondary fuel. A further increase in the 
primary fuel fraction leads to a decrease in the temperature, 
and fuel conversion becomes low.

Switching from air blast to mixtures of oxygen 
and carbon dioxide, on the one hand, increases the 
concentration of oxidants, on the other hand, decreases the 
average reaction temperature. Therefore, the efficiency of 
fuel gasification under oxy-fuel conditions is determined 
by the ratio of these opposing factors.

The primary fuel dependence of CGE for O2/CO2 
mixtures with oxygen concentration equal to 21% is shown 
in Fig. 4. The optimal fraction of primary fuels is still 
about 60%. The form of the dependence does not change, 
optimal stoichiometric ratio value, however, shifts towards 
lower values. At a stoichiometric ratio equal to 0.45, a 
monotonic decrease in CGE is observed with an increase 
in the primary fuel fraction: such dependence [30] was 
observed for the high-temperature air gasification process. 
Under small proportions of primary fuel (up to 30%), the 
optimal value of the stoichiometric coefficient is 0.4, as 
for air gasification. With a further increase in the primary 
fuel fraction, the optimal value of the stoichiometric ratio 
goes down to 0.35. It can be assumed that this is due to 
a change in the dominant stage. With small proportions 

Fig. 3. Cold gas efficiency of two-stage gasification process 
with air: dependence on stoichiometric ratio and primary fuel 
fraction.
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Fig. 4. Cold gas efficiency of two-stage gasification process 
with O2 /CO2 mixture (oxygen volume concentration is 21%): 
dependence on stoichiometric ratio and primary fuel fraction.

Fig. 7. Dependence of the maximum cold gas efficiency on the 
gasification agent composition and the stoichiometric ratio 
(numbers in legend).

Fig. 5. Cold gas efficiency of two-stage gasification process with 
the O2 /CO2 mixture (oxygen volume concentration is 25%): 
dependence on stoichiometric ratio and primary fuel fraction.

Fig. 6. Cold gas efficiency of two-stage gasification process with 
the O2 /CO2 mixture (oxygen volume concentration is 30%): 
dependence on stoichiometric ratio and primary fuel fraction.

of the primary fuel, gasification of the secondary fuel is 
of decisive importance; therefore, to increase the process 
efficiency, it is necessary to increase the temperature of 
hot gases before the second stage. With large proportions 
of secondary fuel, the completeness of the primary fuel 
conversion into combustible gas becomes more important; 
the secondary fuel is needed only for chemical quenching. 
Similar competition between the process stages was 
observed in the previous study [30] that examined the 
transition between one- and two-stage gasification 
conditions.

The same qualitative regularities are observed for the 
gasification process in mixtures with an oxygen volume 
concentration of 25 and 30% (Figs. 5 and 6). The CGE 
dependence on the primary fuel fraction flattens already at a 
stoichiometric ratio equal to 0.4. An oxygen concentration 
increase leads to a rise in the reaction temperature, 
therefore, at an oxygen volume concentration of 30%, the 
optimal value of the stoichiometric coefficient is 0.35 for 
all fuel distribution alternatives by stage. The temperature 
rise facilitates the endothermic reaction of fuel carbon with 
carbon dioxide; therefore, the average conversion rate and 
maximum chemical efficiency increase with the growing 
oxygen concentration.

The values of the maximum CGE are shown in Fig. 
7. The higher the oxygen concentration, the higher the 
gasification process efficiency. The optimal stoichiometric 
ratio varies in a range of 0.3-0.4. With the air gasification 
of coal, one can reach a CGE of about 75%. With the O2/
CO2 mixtures, even at equal oxygen concentrations, the 
CGE can be increased up to 78%. The maximum CGE 
in all the considered options is about 82% (at an oxygen 
volume concentration of 30%, a stoichiometric ratio of 
0.35, and a primary fuel fraction of 50%).

The temperature dependences of the fuel conversion 
degree for the first and second stages (based on the results 
of all calculations) are shown in Fig. 8. One can see that 
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for O2/CO2 mixtures, the points are grouped around a 
common curve. Small scattering arises due to different 
conditions, mainly stoichiometric and kinetic factors (for 
example, the instability of combustion in the first reactor 
or a deficiency of primary fuel). Air gasification requires 
higher temperatures to achieve a complete fuel conversion: 
apparently, the concentration factor is prevailing.

IV. coNclusIoN

The calculations show that in the process of pulverized 
coal fuel staged gasification, the efficiency can be increased 
with the mixtures of oxygen and carbon dioxide used as a 
gasifying agent. The magnitude of the effect is determined 
by oxygen concentration and process temperature 
constraints. The optimal fraction of primary fuel is in a 
range of 50-60% for all cases, and the optimal value of the 
stoichiometric ratio is 0.35-0.4. The gasification process 
CGE rises from 75 to 82% with an increase in the oxygen 
volume concentration from 21 to 30%. 

The results obtained can be used to assess the efficiency 
of gasification reactors and power plants with carbon 
dioxide capture and storage systems.
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Options for Modernization of Heat Supply 
to Consumers of Condensing Power Plant

D. Balzamov *, I. Akhmetova, E. Balzamova

Kazan State Power Engineering University, Kazan, Russia.

Abstract — High competition and strict requirements 
of the wholesale electricity and capacity market 
make optimization of heat supply schemes an urgent 
issue for generating companies. Replacement of life-
expired generation equipment with new capacities 
based on advanced technologies is a priority goal for 
the energy industry development. This work focuses on 
condensing power plant (CPP), which is the only source 
in the city that supplies heat to all consumer categories. 
The plant carries out quantitative and qualitative 
heat supply regulation according to the temperature 
profile of 135/70°C with a cutoff of 110/70°C. The study 
examines the possibility of CPP modernization based 
on three options: building a pressure-reducing cooling 
unit 140/12, commissioning an auxiliary boiler house, 
and building a 110 MW combined-cycle gas plant. This 
paper presents technical solutions for the considered 
options and preliminary technical and economic 
calculations of their efficiency.

Index Terms: – auxiliary boiler house; boiler unit; 
combined-cycle gas plant; pressure-reducing cooling 
unit; water heater.

I. INtroductIoN

This paper considers optimization solutions of a 
scheme of heat supply to consumers from a condensing 
power plant (CPP), which is the only source in the city. For 
reliable and uninterrupted heat supply during the heating 
period, part of the CPP power units operate at minimum 
loads of 110 MW, which leads to losses from electricity 
sales in the wholesale electricity and capacity market 
(WECM), since the cost of electricity generated at some 
points of time (night, weekends, holidays) exceeds market 
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electricity prices. According to the data provided by the 
Production and Technical Department of the CPP, its loss 
in the year under consideration was RUR 50 million.

Thus, this study aims to:
1. Develop technical solutions to optimize the scheme of 

heat supply to urban consumers.
2. Evaluate the effectiveness of the solutions developed.

The accomplishment of the set goals involved the 
analysis of:
1. The plant operating conditions.
2. The heat network operation.
3. The technical condition of the CPP equipment.
4. Heat and electricity generation, specific fuel 

consumption rates, and the development of the heat 
balance for the CPP.

II. materIals aNd methods
The following options are considered to optimize heat 

supply to consumers:
1. Construction of a pressure-reducing cooling unit 

(RCU) 140/12 with a steam capacity of 50 t/h, and 
reconstruction of RCU 12/6.

2. Commissioning of an auxiliary boiler house (ABH).
3. Construction of a combined-cycle gas plant (CCGP) 

with a capacity of 110 MW.
A. Construction of RCU 140/12 with a steam capacity 

of 50 t/h and reconstruction of RCU 12/6 
To optimize heat supply with no additional units 

employed, one can construct RCU 140/12 with a steam 
capacity of 50 t/h (Fig. 1), which entails a reduced steam 
flow in the steam header of 12 atm, then to the network 
water heater PSV-500-I (33.64 t/h of steam from RCU 
140/12 and 24.49 t/h of steam from two turbines using 
RCU 25/12) located in the turbine hall of stage 1 of the 
main building and through RCU 12/6 and a steam header of 
7 atm to PSV-500-II (16.36 t/h from RCU 140/12 via RCU 
12/6 and 16.1 t/h from two turbine extractions via RCU 
25/6) located in the turbine compartment. With a nominal 
steam capacity of 640 t/h and nominal steam consumption 
of 575.5 t/h per turbine, the backup steam capacity of 
power boilers of each power unit is 64.5 t/h [1, 2].

At the same time, the steam consumption through the 
12 atm header will be:
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Fig. 1. Schematic diagram of RCU 140/12 connection.
 

Source 
Current  conditions of heat output 

Stage 1 Stage 2 
Quantity of power units Q, MW (G, t/h) Quantity of power units Q, MW (G, t/h) 

From RCU 140/12 

3 

- 

1 

- 

From extraction 2 of turbines - - 

From extractions 4 and 5 of 
turbines 31.65 (63.24) 16.08 (25.94) 

 

table 1. Distribution of heat output under current conditions.

Source 

Proposed heat supply scheme 
Stage 1 Stage 2 

Quantity of power units Q, MW (G, t/h) Quantity of power units Q, MW (G, t/h) 

From RCU 140/12 

1 

21.26 (33.64) 

1 

10.35 (16.36) 

From extraction 2 of turbines 10.29 (16.1) 10.29 (16.1) 

From extractions 4 and 5 of 
turbines 20.53 (27.7) 20.53 (27.7) 

 

table 2. Distribution of heat output with RCU 140/12 in operation.
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• 50 t/h with RCU 140/12;
• 32.2 t/h from the second extraction of turbine units (2 

power units);
• 58.13 t/h at PSV-500 of the first stage;
• 7.71 t/h for fuel oil production;
• 16.36 t/h with RCU 12/6.

The steam consumption through the 7 atm steam header 
at the same time will be:
• 16.36 t/h with RCU 12/6;
• 16.1 t/h from the second extraction of turbine units;
• 32.46 t/h for the PSV-500 network water heater of the 

second stage.

Distribution of heat output (at an outdoor temperature 
of –5.2°C) under current conditions and the conditions with 
RCU 140/12 in operation is presented in Tables 1 and 2.

In Table 1–6, Q is heat output, MW; G is steam 
consumption, t/h.

Tables 1 and 2 indicate that commissioning of RCU 
140/12 at an outdoor temperature of –5.2°C will allow the 
decommissioning of two power units and reduce the load on 
the remaining power units to 110 MW.

Distribution of heat output (at an outdoor temperature of 
–22 to –24°C) under current conditions and the conditions 
with RCU 140/12 in operation is presented in Tables 3 and 4.

table 3. Distribution of heat output under current conditions.

Source 

Current conditions of heat output 

Stage 1 Stage 2 

Quantity of power units Q, MW (G, t/h) Quantity of power units Q, MW (G, t/h) 

From RCU 140/12 

2 

- 

1 

- 

From extraction 2 of 
turbines 

3.04 
(4.8) 7.19 (11.35) 

From extractions 4 and 5 of 
turbines 

 
 

45.59 (63.24) 
 

 
22.80 (31.62) 

 
table 4. Distribution of heat output with RCU 140/12 in operation.

Source 

Proposed heat output scheme 

  Stage 1  Stage 2 

Quantity of power units Q,  
MW (G, t/h) Quantity of power units 

Q,  
MW  

(G, t/h) 

From RCU 140/12 

1 

21.26 (33.64) 

1 

10.35 (16.36) 

From extraction 2 of 
turbines 

 
 

10.79 (16.1) 
 

 
10.29 (16.1) 

From extractions 4 and 5 of 
turbines 

 
 

20.53 (27.7) 
 

 
20.53 (27.7) 

 

Source 

Current conditions of heat output 
Stage 1 Stage 2 

Quantity of power units Q,  
MW (G, t/h) Quantity of power units Q,  

MW (G, t/h) 
From RCU 140/12 

5 

- 

3 

- 

From extraction  2 of 
turbines 

 
 

7.76 
 

 
4.95 

From extractions 4 and 5 of 
turbines 

 
113.97 (158.1) 

 
68.38 (94.86) 

 

table 5. Heat output distribution under current conditions.
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Tables 3 and 4 indicate that the commissioning of 
RCU 140/12 at an outdoor temperature of –22 to –24°C 
will allow decommissioning of one power unit and 
reducing a load of remaining power units to 110 MW.

Heat output distribution (at an outdoor temperature 
of – 34°C) under current conditions and the conditions 
with RCU 140/12 in operation is presented in Tables 5 
and 6.

Tables 5 and 6 show that commissioning of RCU 
140/12 at an outdoor temperature of –34°C will allow 
decommissioning of one power unit.

To increase the flexibility of the heating plant when 
commissioning the new RCU 140/12, it is necessary 
to provide a cross-connection between the live steam 
boilers so that when one of the power units is stopped, 
RCU 140/12 remains in operation [3, 4]. Estimation of 

the power unit operation duration and equipment layout 
characteristics should take into account that cross-
connection for live steam should be arranged between 
power units 3, 4, and 7, as the most loaded ones [5, 6]. 
The hot steam header diameter will be 125 mm to ensure 
the required performance of RCU 140/12. 

The existing thermal capacity of the network water 
heater PSV-500 of the first stage with the parameters of 
heating steam P = 8 atm and t = 250°C is 15.58 MW, 
which corresponds to the consumption of 24.69 t/h of 
heating steam by PSV-500 of the first stage and 7.71 t/h 
by the fuel oil industry.

To increase steam consumption by PSV-500 of the 
first stage to 58.13 t/h (36.73 MW), it is necessary 
to relay the existing steam pipeline of 12 atm with a 
diameter of 250 mm:

table 6. Heat output distribution with RCU 140/12 in operation.

Source 

Proposed heat output scheme 

Stage 1 Stage 2 

Quantity of power units Q, MW (G, t/h) Quantity of power units Q, MW (G, t/h) 

From RCU 140/12 

4 

21.26 (33.64) 

3 

10.35 (16.36) 

From extraction 2 of 
turbines 

 
 

15.48 (24.49) 
 

 
10.79 (16.1) 

From extractions 4 and 5 of 
turbines 

 
 

91.18 (126.48) 

 
 

68.38 (94.86) 

 

 
Fig. 2. The diagram of steam supply from ABH to the water heater PSV-500.
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 - on the section from RCU 140/12 to the tie-in to the 12 
atm steam header of the first stage with a diameter of 
350 mm;

 - on the section from the header with RCU 140/12 to the 
header to PSV-500 of the first stage with a diameter of 
400 mm;

 - on the section from PSV-500 of the first stage to the 
tie-in to the 12 atm steam header with a diameter of 
350 mm.
B. Commissioning of ABH
The option of upgrading the existing heat supply 

scheme by commissioning the ABH [7-9] is suggested 
to optimize the heat supply from CPP without involving 
additional power units.

The diagram of the steam supply from ABH to the water 
heater PSV-500 of the first and second stages is presented 
in Fig. 2.

Commissioning of ABH implies the steam supply from 
the existing boiler house to the steam header of 12 atm [10, 
11].

There are seven steam boilers in the ABH. Technical 
parameters of the produced steam are Po = 23 atm, To = 
370°C.

The boiler house is connected to the steam headers of 
12 and 7 atm, which are located in the CPP main building.

According to the calculations, the actual steam 
production with parameters Po = 8 atm and To = 210°C 
is 34.8 t/h by boilers DKVR-10-23 (5.8 t/h × 6 pcs. = 
34.8 t/h) and 11.0 t/h by boiler DKVR-20-23. The total 
steam production by the boiler house is 45.8 t/h or 29.16 
MW, which is slightly less than the total capacity of the 
boiler group, and the second extraction of one power unit 
at a load of 110 MW (30.82 MW). The average weighted 
specific consumption of reference fuel (hereinafter fuel, in 

tonnes of oil equivalent, t.o.e.) for heat production for the 
boiler house will be bt.o.e.-abh = 136.8 kg/MW [12-14].

Currently, boiler DKVR-10-23 is in operation. The 
service life of other boilers has expired. 

Years of commissioning and service life extension of 
boilers are presented in Fig. 3. 

As seen from Fig. 3, most boilers were put in service in 
1967-1968, and service life for most of them has expired. 

To increase the steam flow to the network water heater 
(PSV-500) of the first stage up to 70.49 t/h (44.54 MW), it 
is required to transfer the existing steam pipeline of 12 atm 
with a diameter of 250 mm from the condensate pump to 
PSV-500 of the first stage to the pipeline with a diameter 
of 400 mm [15].

Thus, the commissioning of ABH will allow removing 
no more than one power unit from the “forced” operation 
in the heating period [16,17].

The annual hot water supply was Qta = 323 618.7 MW 
with an average annual specific fuel consumption for heat 
supply of 147.2 kg/MW.

Consumption of fuel for heat production at CPP [18] is 
as follows:

 Gt.o.e. = (Qta·bt.o.e.-h.y.) /1 000 =
 = (323 618.7·147.2)/1 000 ≈ 47 636.7, (1)

where bt.o.e-h.y. is specific fuel consumption for heat 
production from thermal power plant.

The planned heat supply from ABH for three months 
(December, January, February) of the heating period is as 
follows:

 Qabh = 29.16·90·24 = 62 985.6, (2)

where:
 - 29.16 is heat production by ABH, MW/hour;
 - 90 is the duration of boiler operation, day;
 - 24 is the number of hours per day, an hour.

Fig. 3. Data on boiler commissioning and service life extension.

 
 

 Year of boiler commissioning 
 Year of boiler service life extension 

 

1967
1968

1974 1975

2000

2003 2004
2006 2007

2010
2015 2018

2024

1950

1970

1990

2010

2030
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Consumption of fuel for heat supply from ABH:

 Gabh = (Qabh·bt.o.e.-abh) /1 000 =  
 (62 985.6·136.8) /1 000 ≈ 8 616.4. (3)

Heat supply from power units when involved in the 
ABH operation is:

 Qh.y. = Qta – Qabh =

 = 323 618.7 – 62 985.6 = 260 633.1. (4)

Fuel consumption for heat supply from power units 
when involved in the ABH operation is:

 Gh.y. = (Qh.y.·bt.o.e.-h.y.)/1 000 =
 = (260 633.1·147.2) /1 000 ≈ 38 365.2. (5)

Fuel saving for hot water heat supply during the ABH 
operation (December, January, February) is as follows:

 Eabh = Gt.o.e. – (Gabh + Gh.y.) = 
 = 47 636.7 – (8 616.4 + 38 365.2) = 655.1, (6)

which corresponds to RUR 1.966 million.
C Construction of 110 MW combined-cycle gas plant 

(CCGP)
Nowadays, one of the most common and successful 

solutions for replacing obsolete capacities is the 
construction of combined-cycle power units. In the 
Republic of Tatarstan, natural gas combined-cycle plants 
were put into operation at the Kazan CHPP-1 and CHPP-
2, the Yelabuga CHPP, and the Nizhnekamsk industrial 
zone, where they proved to be an effective solution for the 
combined electricity and heat generation.

The possibility of upgrading the CPP by constructing a 
110 MW CCGP to deliver electricity to an outdoor 110 kV 
switchgear and supply heat for heating needs is considered.

The CCGP configuration is shown in Fig. 4.
The heat output of a steam turbine with adjustable 

extractions used as part of a CCGP is 87.23 MW. An 
increase in the efficiency of gas turbine exhaust gases can 
be achieved by installing gas network water heaters in 
the waste heat recovery boiler, which allow an additional 
production of about 5.82–6.98 MW. Thus, the total heat 
output of the combined-cycle plant will be 93.04–94.20 

Fig. 4. The CCGP configuration. 

table 7. The preliminary cost of the project for 110 MW CCGP 
construction at CPP.

No. Type of work, equipment, and costs 
Price, RUR 

million (without 
VAT) 

1 

Equipment, including 

3 000 

gas turbine plants, 
waste heat recovery boilers, 
steam turbine plants, 
electrical equipment, 
auxiliary equipment. 

2 Construction and installation  900 
3 Commissioning  100 
4 Design and survey  200 
5 Unforeseen expenses 300 

6 Dismantling of the existing power 
unit 500 

 Total 5 000 

 

No. Type of work, equipment, and costs 
Price, RUR 

million (without 
VAT) 

1 

Equipment, including 

3 000 

gas turbine plants, 
waste heat recovery boilers, 
steam turbine plants, 
electrical equipment, 
auxiliary equipment. 

2 Construction and installation  900 
3 Commissioning  100 
4 Design and survey  200 
5 Unforeseen expenses 300 

6 Dismantling of the existing power 
unit 500 

 Total 5 000 

 

table 8. Specific parameters of the 110 MW CCGP  
for heat and electricity supply.

No. Item Estimated cost, RUR thousand  

1 Equipment 19 000 

2 Revision of the existing project 250 

3 Replacement of RCU 12/6  2 000 

4 Replacement of the 12 atm steam header with a diameter of 400 mm and replacement 
of the 12 atm steam header with the PSV-500 3 000 

5 Installation of gate valves  1 500 

 Total 25 750 

 

table 9. Costs of the solution.

http://esrj.ru/


Energy Systems Research, Vol. 4, No. 2, 2021D. Balzamov, I. Akhmetova, E. Balzamova

41

MW, which partially covers the heat demand of the 
residential area, the main building, and the industrial site 
of CPP (the heat load at a rated outdoor temperature of 
– 34°C is 195.38 MW).

The CPP heat flow diagram, including 100 MW CCGP, 
will provide heat supply to consumers as efficiently as 
possible [19].

An estimated cost of the project for 110 MW CCGP 
construction at CPP is presented in Table 7.

The cost of building the 110 MW combined-cycle 
plant, according to the calculations performed in the pre-
feasibility study for the construction of the unit, is RUR 4.5 
billion. The cost of equipment indicated in Table 7 is based 
on technical and commercial quotes of manufacturers. The 
cost of items 2–6 in Table 7 is determined factoring in the 
implemented projects for the construction of combined-
cycle power units in the Republic of Tatarstan. Given 
the cost for dismantling of one CPP power unit, which is 

RUR 0.5 billion, the total cost of this technical solution 
will be RUR 5.0 billion. According to expert estimates, the 
implementation period of this option will be three years. 
The heat network diagram of the CCGP is shown in Fig. 
5. Table 8 indicates specific parameters of the 110 MW 
CCGP.

The designations used in Fig.5 are 1 – gas turbine; 2 
– combustion chamber; 3 – compressor; 4 – compressor 
electric motor; 5 – steam turbine; 6 - heat recovery boiler; 
7 – condenser; 8 – condensate pump; 9 – generator.

III. results

The results of the feasibility studies of the proposed 
technical solutions are presented below.

A. Construction of RCU 140/12 with a steam capacity 
of 50 t/h and reconstruction of RCU 12/6 

The existing heating capacity of the network water 
heater PSV-500 of the second stage under the heating steam 

 
Fig. 5. The CCGP heat network diagram.
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parameters P = 7 atm and t = 250°C is 17.60 MW, which 
corresponds to the consumption of 27.8 t/h of heating 
steam of PSV-500 of the second stage (actual throughput 
of the pipeline is 27.8 t/h).

To increase steam consumption at PSV-500 of the 
second stage to 32.46 t/h (20.64 MW), it is necessary to 
relay the existing steam pipeline with a pressure of 7 atm 
and diameter of 250 mm in the section from RCU 12/6 to 
PSV-500 of the second stage with a diameter of 300 mm 
to replace RCU 25/6 due to its unsatisfactory technical 
condition.

The specific fuel consumption for heat production with 
the commissioning of RCU 140/12 will remain at the level 
of the existing actual values and amount to 146.17–147.9 
kg.o.e./MW.

The costs of the option are summarized in Table 9.
The simple payback period is determined by the 

formula:

 С = Scost /(Secon. – Scost.year), (7)

where Scost is project costs, RUR thousand;
Scost.year is annual project costs, RUR thousand  

(Scost.year = 0);
Secon. is the total economic effect of the project for the 

heating period determined by the financial results of the 
source activity in the wholesale electricity and capacity 
market in the months with losses (Secon. = RUR 50 000 
thousand). Information provided by the station’s technical 
department.

The simple payback period will be: 

C = 25 750/50 000 ≈ 0.5
of the heating period.

At the same time, the specific capital investment per 1 
Gcal is determined by the formula:

 К = Scost /Wpower, (8)

where Wpower is heat output of the commissioned equipment, 
MW (30.18 MW).

The specific capital investment (RUR million) per 1 
MW will be: 

К = 25.750/30.18 ≈ 0.853.

B. Commissioning of ABH
The annual cost of maintaining the ABH performance:

• Maintenance and repair of instrumentation, material, 
and equipment are RUR 1.3 million.

• Operating costs, maintenance of boilers and additional 
equipment are RUR 0.68 million.
The payback period is calculated by the formula:

  C = Scost /(Seсon – San.cost), (9)

where:
Scost is the costs of the project, RUR 39 250 thousand;
San.cost is the annual costs of the project, RUR 1 980 

thousand;
Secon is the project economic effect during the heating 

period (49 899 + 1 966, RUR thousand), where 49 899 
is the plant’s loss according to the Finance Department; 
1 966 is fuel saving for the period of the ABH operation.

The payback period is: 

 C = 39 250/ (49 899 + 1 966 – 1 980) ≈ 0.79 (10)

of heating period.
The formula determines specific capital investment 

(RUR million) per 1 MW:

  K = Scost /Wpower, (11)

where Wpower is the heat capacity of the new equipment, 
Gcal/h (29.16 MW).

Specific capital investment (RUR million) per 1 Gcal is: 

  K = 39.25/29.16 ≈ 1.35. (12)

 

43%

23%

11%

23%
Heat supply from PSV-500
of the first stage

Boiler groups of the first
stage

Steam supply from PSV-
500 of the second stage

Boiler groups of the second
stage

Fig. 6. Unit commitment required to meet heat load at an air temperature of -24ºС.
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Figure 6 presents the unit commitment necessary 
to ensure the heating load of consumers. Thus, the most 
significant heat supply is from PSV-500 of the first stage.

C. Construction of 110 MW CCGP
Annual fuel saving in hot water heat generation at 110 

MW CCGP was calculated according to the following 
algorithm [20].

Fuel consumption for hot water heat supply under the 
existing scheme will be:

 Gt.o.e. = (Qtg·bt.o.e.-h.y.)/1 000 = 
 = (278 262·147.2)/1 000 ≈ 40 960.2, (13)

where Qtg is heat output for hot water according to the 
Technical Department.

Fuel consumption for heat production with the 110 
MW CCGP in operation will be:

 Gccp = (Qtg·bh/p-ccp-110)/1 000 = 
 = (278 262·126.91)/1 000 ≈ 35 314.23, (14)

where bh/p–ccp-110 is specific fuel consumption for heat 
production at a combined cycle gas plant.

Annual fuel saving for heat supply from the CPP will be:

 Eyear h/p = Gt.o.e. – Gccp = 
 = 40 960.2 – 35 314.23 = 5 645.97. (15)

The saving was calculated for the following initial 
conditions:
 - the number of utilization hours of 110 MW CCGP is 

8 300 h./y.;
 - the combined cycle gas plant operates for a base-load 

power generation of 110 MW.
According to the reported data, the actual electricity 

output of CPP is 8 662 876 thousand kWh (Eaeo).
The average annual specific consumption of fuel for 

electricity generation is 349 g/kWh.
Fuel consumption for electricity generation at the 

whole plant is:

 Gt.o.e. = (8 662 876 000·349)/106 ≈ 3 023 343.7. (16)

Power generation at 110 MW CCGP, MWh, is:

 Eccp = (110 000·8 300)/103 = 913 000. (17)

Power output from 110 MW CCGP, MWh, is:

 Eccp vac. = (110 000·8 300)/103·0.9404 = 858 585.2. (18)

According to the reported data, the auxiliary power 
consumption is 5.96%.

Fuel consumption for electricity supply from 110 MW 
CCGP is:

 Gccp = (858 585 200·252.4)/106 ≈ 216 706.9, (19)

where 252.4 is specific fuel consumption for electricity 
supply (Table 8).

Electricity supply by power units of the plant without 
electricity supply from 110 MW CCGP, MWh, is:

 Eeb = Eaeo – Eccp vac. = 
 = 8 662 876 – 858 585.2 = 7 804 290.8. (20)

Fuel consumption for electricity supply by power units 
of the plant, excluding 110 MW CCGP, is:

 Gt.o.e.-eb = (Eeb·beb)/106 =
 = (7 804 290 800·348.8)/106 ≈ 2 722 136.6, (21)

where beb is average specific fuel consumption for 
electricity generation.

Annual fuel saving for CPP is:

Eyear e/p = Gt.o.e. – Gccp – Gt.o.e.-eb =
= 3 023 343.7 – 216 706.9 – 2 722 136.6 = 84 500.2. (22)

The total annual fuel saving due to the commissioning 
of 110 MW CCGP will be:

 Eyear = Eyear h/p + Eyear e/p =
 = 5 645.97 + 84 500.2 = 90 146.17. (23)

The expected economic effect of the project (RUR 
million) will be:

 Ssav. = Eyear·Zf /106 =
 = 90 146.17·4 700/106 ≈ 423.69, (24)

where Zf = 4 700 RUR/t.o.e. is the fuel cost.
The formula for calculating the payback period is:

  РР = Scost/Ssav.. (25)

The simple payback period will be: 
PP = 5 000/423.69 ≈ 11.80.

In this case, the specific CapEx per 1 Gcal are 
determined by the formula:

  SCI = Scost./Wpower, (26)

where Wpower is the heat output of the newly introduced 
equipment, Gcal /h (94.2 MW).

The specific capital investment (RUR million) per 1 
MW will be: 

SCI = 5 000/94.2 ≈ 53.08.

IV. coNclusIoN

The optimization option of the heat supply scheme 
based on the construction of RCU 140/12 with a steam 
capacity of 50 t/h will partially cover the district heating 
load of 29.08 MW and 110.45 MW. The remaining power 
units can operate at a 110 MW load.

The commissioning of ABH with lower parameters 
partially reduces the plant heating load of 29.16 MW, 
which provides a heat output of one CPP power unit under 
“forced” heat generation. The remaining power units can 
operate at a 110 MW load.

The main criterion for the option of 110 MW CCGP 
is the replacement of obsolete generating equipment with 
new capacities.

At the same time, the option of building the 110 MW 
CCGP with a heat output of 94.2 MW with a calculated 
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heating load of 195.38 MW does not fully solve the 
problem of upgrading the heat supply scheme.

With the project period of about 4.5-5 years, there can 
be considerable losses due to power units operating under 
the conditions of “forced” heat generation. Nevertheless, it 
is worth noting that CCGPs are a promising option for the 
energy industry due to their high efficiency and acceptable 
payback periods within the framework of power supply 
contract programs designed to provide the investment in 
the construction of new generating capacities.
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Abstract — Memory, speed, reliability, and efficiency 
are the main characteristics of concern in new 
contemporary control techniques of electric power 
converters. Space vector pulse width modulation 
(SVPWM) is a widespread digital compute-intensive 
control technique used in the control of power converters. 
This study aims to overcome the large number of 
calculations needed by the SVPWM algorithm, which 
limits its implementation in many advanced industrial 
applications. This paper presents a low-cost software 
implemented simplified SVPWM technique. The 
proposed strategy generates the inverter switching 
times in a straightforward manner with no need for 
complicated and time-consuming sector identification 
and look-up switching tables. A simulation study has 
been done using MATLAB/SIMULINK environment 
for the three-phase voltage source converter (VSC). 
The results in terms of total harmonic distortion (THD) 
in the converter line voltage are compared for the 
proposed technique, conventional SVPWM, and space 
pulse width modulation (SPWM). The execution time 
is reduced considerably with a slight increase in the 
value of THD and about 14.4 percent DC-link voltage 
utilization over the SPWM.

Index Terms: Offset voltage, sinusoidal pulse width 
modulation, space vector pulse width modulation and 
voltage source converter.
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I. INtroductIoN

Electrical energy conversion is a common term 
nowadays [1]. Electrical energy conversion devices are 
ordinarily named converters. Electrical power converters 
have become extensively used with various types and 
ratings ranging from low voltage to high voltage in many 
industrial applications [2], [3]. Optimum voltage vectors can 
be exerted to the power grid or attached loads by various 
electrical power converters such as two-level voltage source 
converter (2L-VSC), matrix converter, AC / AC voltage 
converter, and multilevel inverters. In the midst of all these, 
the three-phase 2L-VSC is an interesting topology used in 
almost all drive applications because it covers both medium 
and high-power range applications. 

Besides, these converters can be controlled by many 
control techniques, which all aim to improve the converter 
efficiency by reducing the switching power loss and the ratio 
of total harmonic distortion (THD) in the converter output 
voltage [4], [5]. Among these control approaches, pulse width 
modulation (PWM) is the most common control method 
used in industrial applications these days. PWM has many 
different techniques [6], [7]. Sinusoidal and space vector 
pulse width modulations (SPWM, SVPWM) are the most 
well-known techniques among the PWM methodologies. 
The PWM technique is reliable when the current or voltage 
required for driving a typical load are to be obtained. Due to 
the lower harmonic current and the maximum output voltage 
conducted to load, the PWM procedure is generally used for 
AC drives [8], [9]. The vital objective in all PWM methods 
is to generate the necessary amplitude and frequency of the 
fundamental frequency component along with a reduction in 
the THD value [10], [11].

Carrier-based sinusoidal PWM generates gating signals 
for switches by comparing a modulating signal with a 
triangular carrier signal [4]. These modulating signals are 
usually three-phase sinusoidal reference waveforms. SPWM 
has a relatively high current harmonic content and THD 
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value compared with more sophisticated PWM methods; 
and, SVPWM is one of these methods [12]. SVPWM relies 
on the space vector distribution of a typical converter, and 
a specific reference voltage vector is synthesized by two 
active voltage vectors and one zero vector. The time values 
related to these three vectors are calculated and distributed 
according to some preferred time sequencing diagrams 
[13], [14]. Considering these time values for six sectors, a 
modified modulating signal is obtained and compared with 
a triangular carrier signal to get the switching pulses for all 
switches in a converter.

SVPWM is a superior digital PWM technique with 
many admirable advantages. It is a sophisticated, compute-
intensive, and possibly the best of all PWM methods for 
variable frequency drive applications [15]. However, a 
large number of calculations and incredible computational 
effort are essentially the main drawbacks of space vector 
modulation (SVM) [16]. A new simplified approach based 
on the principle of adding an offset voltage to the original 
sinusoidal phase reference signal to obtain a re-shaped 
signal to be used as a modulating signal has been developed 
in recent years [17]. This approach can be used with all 
PWM procedures. 

Following this procedure, SVM could be interestingly 
simplified and the modulating wave of SVPWM be 
generated directly from the three sinusoidal phase reference 
voltages [18]. Without any computational effort or time-
consuming calculations, SVM is introduced here in this 
work with MATLAB simulation to support and reinforce the 
use of VSCs controlled with this method for AC drives and 
industrial applications. 

The main contribution of this paper is a software-coded 
and implemented method for SVPWM simplification. This 
work also presents a comparative analysis of software 
implemented techniques (SPWM, conventional SVPWM, 
and the simplified SVPWM). Furthermore, the application 
of the offset voltage procedure to simplify SVM in a 
programmable code implementation is an intrinsic aim in 
this paper. Section II of this paper briefly considers VSCs 
and a basic power circuit for the three-phase 2L-VSC. 
Section III briefly presents and explains the pulse duration 
modulation techniques. Section IV contains the parameters 
and results of MATLAB simulation and related discussion. 
Section V concludes the results expected from the proposed 
method, and, finally, the references used are listed at the end 
of this paper.

II. power cIrcuIt For the three-phase 2l-Vsc
A VSC generates AC voltage from a DC voltage, and it 

can transfer power in either direction. The DC voltage always 
has one polarity, and the power reversal occurs through the 
current polarity reversal. With a voltage source converter, 
output voltage magnitude and frequency can be controlled 
independently. VSCs have many different configurations 
and topologies for single and three-phase systems [19], [20]. 
The two-level neutral-point-clamped converter, modular 
multilevel converter (MMC), variant MMC, and alternate-
arm converter (AAC) are all types of voltage source 
converters. There are also hybrid VSC systems, which aim to 
achieve low losses and high harmonic performance of MMC 
with a more compact design and greater controllability, but 
these concepts are still under research [21], [22].

Switching state Switches Vn States V0 𝛂𝛂𝛂𝛂0 

SA SB SC      

1 0 0 S1 S4 S6  +1  0 

1 1 0 S1 S3 S6  +2   

0 1 0 S2 S3 S6  +3   

0 1 1 S2 S3 S5  –1  0 

0 0 1 S2 S4 S5  –2   

1 0 1 S1 S4 S5  –3   

0 0 0 S2 S4 S6 V0 = 0 00 0 ـــــ  

1 1 1 S1 S3 S5 V7 = 0 07 0 ـــــ  

 

1
2  
3 dcV V=

2  
3 dcV

2
1 3  
3 2dc dcV V j V= +

2  
3 dcV

3
p

3
1 3  
3 2dc dcV V j V= - +

2  
3 dcV

2
3
p

4
2  
3 dcV V= -

2  
3 dcV-

5
1 3  
3 2dc dcV V j V= - -

2  
3 dcV-

3
p

6
1 3  
3 2dc dcV V j V= -

2  
3 dcV- 2

3
p

Table 1: Switching states and space vectors of the three-phase 2L-VSC.
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Fig. 1. 2L-VSC with an RL load [23]

Fig. 2. Output voltage vectors of the three-phase inverter with associated switching states in the complex α-β plane.
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This paper focuses on 2L-VSC since it is the simplest 
one for implementation in most of the electrical power 
conversion systems found today. The electric circuit 
studied here consists of a constant DC voltage source and a 
three-phase 2L-VSC connected with an RL load. 

1. Power Circuit of 2L-VSC 
The three-phase 2L-VSC has six power switches (s1 

– s6) in its power circuit, as shown in Fig.1 [23]. These 
switches should operate in a complementary mode to avoid 
the DC source short-circuit. The switching state of each 
of the power switches Sx with x = 1... 6, can be declared 
with switching signals Sa, Sb, and Sc corresponding to three 
phases as follows:

 

 1 4

1 4

 1   when   and  ,
0  when   and  ,a

S ON S OFF
S

S OFF S ON
ì

= í
î  

(1)

 

 2 5

2 5

 1   when   and  ,
0  when   and  ,b

S ON S OFF
S

S OFF S ON
ì

= í
î  

(2)

 
 3 6

3 6

 1   when   and  ,
0  when   and  .c

S ON S OFF
S

S OFF S ON
ì

= í
î

 (3)

The inverter output voltages can be defined with these 
switching signals as:
 vaN = SaVdc, (4)
 vbN = SbVdc, (5)
 vcN = ScVdc, (6)

where Vdc is the DC voltage connected to the inverter.

Considering the unit vector  2 /3 1 3   
2 2

j je= - +=a p  

which represents the 120º phase displacement between the 
phases, the output voltage vector can be defined as:

 
 ( )2

0  
2   .  
3

j
aN bN cN maxV v v v V e= + + =a a a , (7)

Where vaN, vbN, and vcN are the phase-to-neutral (N) 
voltages of the inverter. Various voltage vectors can be 
produced when the available switching states are applied 
to the inverter power circuit due to different configurations 
of the three-phase load connection to the DC source. The 
three-phase inverter has eight possible switching states 
that result in eight inverter output voltage vectors. These 
voltage vectors are listed in Table. 1, and shown in Fig. 
2, as six active vectors distributed in space and two zero 
vectors located at the origin of the complex α-β plane. All 

the six voltage vectors have the same magnitude of 2 
3 dcV  

but are displaced from each other by 60 degrees in space. 
As shown in Fig.2, the zero vectors V0 and V7 are equal to 
zero and located at the origin in the complex α-β plane.

2. Pulse-duration modulation techniques for inverters
Pulse-duration modulation (PDM) or pulse-width 

modulation (PWM), is a method of controlling the average 

Fig. 3. SPWM technique for the three-phase two-level inverter [18]
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power delivered by an electrical signal by effectively 
chopping it up into discrete parts. The average value of 
voltage (and current) fed to the load is controlled by quickly 
turning the switch on and off. The longer the switch is on 
compared to the off periods, the higher the total power 
supplied to the load. PWM is particularly suited for inertial 
loads such as motors, which are not easily affected by this 
discrete switching because they have inertia to react slowly 
[24]. The PWM switching frequency has to be high enough 
not to affect the load, and the waveform perceived by load 
should be as smooth as possible. The main advantage of 
PWM is that power loss in the switching devices is very 
low. When a switch is off, there is practically no current, 
and when it is on and power is transferred to load, there is 
almost no voltage drop across the switch. Power loss, i.e., 
the product of voltage and current, is thus in both cases 
close to zero. PWM also works well with digital controls, 
which, because of their on/off nature, can easily set the 
needed duty cycle. 

PDM can be used effectively in the control of VSCs, 
and it usually has various techniques. These control 
techniques are classified and depicted in [18]. This paper 
is dedicated to the study and analysis of output waveforms 
and performance of 2L-VSC with two of these main 
techniques plus a modified version of one of them: 
a. Carrier-based SPWM;
b. SVPWM or SVM (Continuous - Symmetrical PWM);
c. SVPWM with a reduced computational burden.

It is worth noting that the switching frequency of high-
power converters is constricted to some low values of 350 
Hz to 1 kHz to reduce/minimize the switching losses. This 
results in low values of mf that can be defined as the ratio of 
switching frequency to fundamental component frequency, 
where fsw = fcr for 2L-VSC, which, in turn, makes the 
inverter output voltage rich in harmonics. For this reason, 
mf should be a multiple of three to achieve symmetry, 
and the output voltage should be synchronized with its 
fundamental component to eliminate subharmonics.

3. The SPWM technique for three-phase 2L-VSC
The basis of the sinusoidal PWM technique for the 

three-phase 2L-VSC is shown in Fig. 3, where *
anv , * bnv , 

and *
cnv  are the three-phase modulating signals and vcr is 

the triangular carrier signal. 
The amplitude and frequency of the fundamental 

frequency component of the inverter output voltage can 
be controlled independently by the amplitude modulation 
index and frequency of the modulating waves, respectively.

The amplitude and frequency modulation indexes are 
defined by:

 ,  m cr
a f

cr m

V f
m m

V f
= = ,

where Vm, fm, and Vcr, fcr are the modulating and carrier 
maximum voltage and frequency, respectively.

For linear modulation, the modulation index should be 
in a range of  0 1 am£ £  for the inverter output voltage to 

be directly proportional to the reference voltage. When 
 1, a m crm V V³ ³  and the case called overmodulation 

occurs, where the inverter output voltage is no longer 
linearly proportional to the reference voltage. The 
maximum output line-to-line voltage that could be 
obtained with the SPWM technique used is about 0.612Vdc.

4. The SVPWM technique for three-phase 2L-VSC 
with the conventional algorithm

PWM has many different techniques with various 
bases; Unlike the SPWM where the three-phase reference 
voltages are modulated individually, the SVPWM uses 
a different approach of transforming the rotating three-
phase reference voltages to two voltages in the stationary 
reference frame, where they are expressed as a space 
vector Vabc in the complex α-β plane.

The SVPWM method is an advanced compute-
intensive PWM technique, and it is one of the best 
techniques for real-time modulation, which is why it is 
widespread in the digital control of VSCs and variable-
frequency drive applications [25],[26]. 

The three-phase 2L-VSC has six active vectors 
(V1 to V6) that divide the plane into six sectors in space 
(each one spans 60 degrees in space) and two zero vectors 
(V0, V7). With SVM technique, the reference voltage Vref 
is synthesized in various sectors by two adjacent non-zero 
vectors and one zero vector to produce a voltage that has 
the same fundamental volt-second average as the given 
reference voltage vector Vref over the modulation period 
Ts.

If the voltage reference vector is located in sector 
①, as shown in Fig. 4, the inverter cannot generate this 
reference voltage vector directly because the inverter has 
no output voltage vector that has the same magnitude 
and phase angle as this reference voltage vector. Instead, 
and according to Table 2, this reference vector can be 
synthesized from the inverter output voltage vectors based 
on the average Volt-Second Principle using two adjacent 
active vectors V1 and V2, and zero vector V0/7 as follows: 
firstly, the voltage vector V1 is applied with a duty time Ta, 
which results in an output voltage of magnitude V1·(Ta /
Tb) and the same direction as V1; secondly, another vector 
V2 is applied to time Tb to meet the magnitude and phase 
of the reference voltage vector Vref. An output voltage, the 
same as the reference voltage, can be obtained using these 
two steps over the modulation period Ts. Lastly, if the sum 
of Ta and Tb is less than the modulation period Ts, one zero 
vector V0/7 is applied for the rest of the time, where T0 = 
Ts – Ta – Tb. These three steps are presented in Fig. 5.

The dwell time durations T0.Ta.Tb can be determined 
by the Volt-Second Principle that can be expressed 
mathematically as:

 
 1 0/7

0 0

 . . . .
s a a b s

a a b

T T T T T

ref n n
T T T

V dt V dt V dt V dt
+

+
+

= + +ò ò ò ò
! ! ! !

. (8)

Assuming a constant DC-link voltage, we can write 
equation (8) in sector ① as:
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  1 2 0/7 0 .  .  .  .ref s a bV T V T V T V T= + +
! ! ! !

, (9)

 Ts = Ta + Tb + T0. (10)
The space vectors in (9) are expressed in polar form:

 
 ( )/3

1 2
2 2 .     .   
3 3

jj
ref ref dc dcV V e V V V V e= = =
! ! ! pq . (11)

Decompose equation (9) into its real and imaginary 
components:

 

 ( )

( )

2 1:     cosθ  
3 3
1:     sin θ             

,

.  
3

ref s dc a dc b

ref s dc b

Re V T V T V T

Im V T V T

ì = +ïï
í
ï =
ïî  

(12)

Solve two parts of equation (12) together with Ts = Ta + Tb + T0:

 Ta = Tsma sin (π/3 – θ), (13)
 Tb = Tsma sin (θ), (14)
 T0 = Ts – Ta – Tb. (15)

Note that ma is the Modulation Index, and 
3 

  ref
a

dc

V
m

V
=  

for SVM.
Similar calculations can be made for 

the duration times for the reference voltage vector in the 
remaining sectors ② – ⑥. 

The sequence, in which these dwell times calculated 
with (13), (14), and (15) are placed, is characteristic; the 
SVPWM scheme where the effective voltage vectors are 
placed in the middle of the modulation time interval is 
called symmetrical SVPWM, and this placement technique 
shows superior harmonic characteristics. 

Angle |θsector|                                                                                                         
 

  
 

Included Vectors V1.V2 V2.V3 V3.V4 V4.V5 V5.V6 V6.V1 

Sector Number (SN) 1 2 3 4 5 6 

 

3
p 2

3
p p 4

3
p 5

3
p 2p

Table 2: The voltage vectors available in each sector for reference voltage vector formation.

Fig.4. Reference vector rotation in the complex plane [18]

Fig. 5. Reference voltage vector generation process using two inverter-active voltage vectors [18].
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In this technique, time T0 of the two zero vectors V0/7 
is equally divided and distributed at the beginning and 
end of the modulation time interval Ts. This will result in 
a minimum switching frequency since every switch in the 
inverter is switched only once from an on state to an off 
state or vice versa in one sampling time interval.

The switching sequences in all six sectors for the 
symmetrical SVPWM technique are shown in Fig.6. The 
maximum magnitude of the reference voltage vector Vref.

max corresponds to the radius of the largest circle inscribed 
in the hexagon, as explained in [18]. This radius equals 
 / 3dcV , which is the maximum fundamental phase 
voltage achieved with the SVPWM technique. This value 
is about 15.5% larger than that of the SPWM technique. 
Substituting this value in ma, we can find the maximum 
modulation index for SVM as:

 
( )

,

3  / 3
 1

dc

a max
dc

V
m

V
= = , 

from which the modulation index for the SVM scheme 
is in the range of 

  0  1am£ £ . (16)

5. SVPWM technique for three-phase 2L-VSI with a 
reduced computational burden method

The conventional SVPWM has superior advantages 
and is preferable in many applications, but it also has 
its disadvantages. The conventional SVPWM scheme 
requires a whole host of calculations and a trigonometric 
computational effort to calculate the switching times of 
active voltage vectors. Nowadays, however, with the 
continuous technological advancement and development 
of more intelligent microprocessors and faster switching 
devices, nothing remains as it was before, and new 
techniques and methodologies are proposed, including the 
one presented in this study.

The presented method can considerably reduce the 
number of calculations and computational burden and make 
the concept of SVPWM more simple and more intuitive. 
The proposed SVPWM method is easily implemented 
by the carrier-based PWM technique based on the offset 
voltage procedure [18].

In the two-level sinusoidal PWM inverter, each 
reference phase voltage is compared with the triangular 

Fig. 6. Switching sequences in six sectors [18].
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carrier signal, and separate pole voltages are produced 
independently of one another. In the presented technique, 
a common-mode voltage is applied to the reference phase 
voltages to achieve the maximum possible peak amplitude 
of the fundamental phase voltage in linear modulation 
[27], where the magnitude of this common-mode voltage 
is determined from:

 
  

2
max min

CM
V V

V
+

=- . (17)

In equation (17), Vmax is the maximum magnitude of 
the sequenced three-phase voltages, while Vmin is the 
minimum magnitude of the three sequenced reference 
phase voltages. The introduction of this common-mode 
voltage in a sampling time interval results in centering the 
inverter-active vectors in the time interval as presented in 
Fig.7, making the SVPWM equivalent to the linear SPWM. 
To determine the reference pole voltages directly from the 
reference phase voltages, we first need to read the sampled 
instantaneous reference phase voltages Vas, Vbs, Vcs, and 
then calculate the time equivalent of these voltages termed 
as Tas, Tbs, and Tcs, respectively.

 

as
as s

dc

V
T T

V
= , (18)

 

bs
bs s

dc

V
T T

V
= , (19)

 

cs
cs s

dc

V
T T

V
= . (20)

Sort these times to find Tmax and Tmin, then the time 
corresponding to the common-mode offset voltage can be 
found from
 Toffset = (1/2)[Ts – (Tmax + Tmin)] (21)
and the pole voltage times are found from

 Tga = Tas + Toffset,  
 Tgb = Tbs + Toffset, (22)
 Tgc = Tcs + Toffset,  
where Vdc is the DC-link voltage, Ts is the sampling 
time, and Tga.Tgb.Tgc are the reference pole voltage-time 
equivalents. When these time signals are compared with 
the carrier-based triangular wave, the outputs are the 
gating signals for the upper switches in each inverter leg 
to be turned on. With the procedure of the aforementioned 
equations (18)–(22), the reference pole voltages are directly 
determined from the reference phase voltages without any 
heavy calculations or computational effort mentioned. A 
schematic diagram for this operation is introduced in Fig.8.

Since the offset voltage can be freely determined within 
specific limitations, in this way, many PWM techniques 
can be directly incorporated by using a convenient offset 
voltage depending on the reshaped pole voltage reference, 
and this alteration leads to a shift in the zero-vector time 
distribution. Thus, without any change in its duty cycle, 
the position of the effective voltage can be relocated in the 
sampling interval, as the three-pole voltage references are 
changed with the offset voltage. 

Fig.7. Centering the effective voltage vectors for symmetrical SVPWM [18].
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6. The overall control procedure
The proposed simplified SVPWM for the three-phase 

2L-VSC -fed RL load can be summarized as follows:
Step 1: Sample the three-phase sinusoidal reference 

voltages, determine the associated time 
equivalents by equations (18) to (20).

Step 2: Sort these times to find Tmax and Tmin.
Step 3: Calculate the offset voltage-time equivalent Toffset 

using (21).
Step 4: Add the time offset calculated in step 3 and the 

equivalent time references to find the pole voltage 
times from (22).

Step 5: Compare the waveforms that result from step 4 
with the triangular carrier signal to find switching 
pulses of the upper switch in each inverter leg.

III. sImulatIoN results aNd dIscussIoN
To assess the performance of the proposed simplified 

SVPWM method based on the offset voltage, the output 
characteristics were compared with the conventional 
SVPWM and the SPWM procedures using MATLAB/
SIMULINK software. The simulation results and expected 
performance of the three techniques, including SPWM, 
conventional SVPWM, and the proposed reduced SVPWM 
with an offset signal, are shown ordered in each Figure 
with (a), (b), and (c), respectively.

The simulation conditions are constant DC-link 
voltage Vdc = 400 V, modulating signal frequency fm = 50 
Hz, frequency modulation index mf = 9, 15, and variable 
amplitude modulation index ma = 0.1, 0.9, and 1.15, with 
the inverter output connected to an RL load with R = 10 
Ω, L = 100 mH. Simulation is performed for fcr = 450 
Hz and 750 Hz corresponding to mf = 9, 15 to achieve 
synchronization and waveform symmetry [28]. The system 

steady-state is investigated with the three algorithms. 
The results for modulation indexes 0.1, 0.9, and 1.15 are 
presented in Fig. 9, Fig. 10, and Fig. 11 for mf = 9, and in 
Fig. 12, Fig. 13, and Fig. 14 for mf = 15, respectively. The 
sampling time for all three algorithms is Ts = (1/fcr) s, given 
that fcr = mf × fm.

It is worth mentioning that the execution time for the 
proposed method is shorter than that of the conventional 
SVM since the number of sector-time calculations is 
reduced considerably in the former. Close inspection 
shows that the output voltage produced by the presented 
technique is closer to the result from the SPWM than 
that of the conventional SVPWM, although its harmonic 
content is less than that of SPWM but higher than that 
of the conventional SVPWM. The fast Fourier transform 
(FFT) analysis of the inverter line voltage with the three 
techniques is shown in Fig. 15. 

The data shown in the Figure indicate that the 
conventional SVM has the fundamental output voltage of 
363.7 V, which is 0.167 times more than that of the SPWM 
(311.6 V), while the fundamental output voltage of the 
simplified SVM (357 V) is 0.144 times greater than the 
fundamental line voltage of the SPWM. The THD values 
are 79.28%, 62.27%, and 65.38% for the three methods 
(SPWM, conventional SVPWM, and simplified SVPWM), 
respectively. Such results assure that the technique 
proposed can be implemented instead of the conventional 
SVM control method with the benefit of getting a shorter 
execution time and similar performance parameters like 
peak output voltage and THD value. Shorter execution 
time opens the way for a lower-cost microprocessor to be 
used for implementing such a control circuit, in addition 
to fast response and lower memory usage characteristics, 
which will be achieved with the simplified SVM control 
method.

Fig.8. Equivalent SVPWM technique using the offset voltage [18].
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Fig. 9. Simulation results with ma = 0.1 and mf = 9 (fsw = 450 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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Fig. 10. Simulation results with ma = 0.9 and mf = 9 (fsw = 450 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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Fig. 11. Simulation results with ma = 1.15 and mf = 9 (fsw = 450 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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Fig. 12. Simulation results with ma = 0.1 and mf = 15 (fsw = 750 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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Fig. 13. Simulation results with ma = 0.9 and mf = 15 (fsw = 750 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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Fig. 14. Simulation results with ma = 1.15 and mf = 15 (fsw = 750 Hz) for (a) SPWM, (b) conventional SVPWM, and (c) SVPWM 
with offset signal.
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 Fig. 15. FFT analysis of the output line voltage expressed as a % of fundamental line 
voltage with ma = 0.9 and mf = 15 (fsw = 750 Hz) for (a) SPWM, (b) conventional SVPWM, 
and (c) SVPWM with offset signal.
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IV. coNclusIoN

Several PWM techniques can be used to control 
three-phase Voltage Source Converters for industrial and 
variable frequency AC drive applications. This paper 
proposes a software preprogrammed code for SVPWM 
implementation with a reduced computational time strategy. 
The simplified SVPWM method relies on the offset voltage 
principle and factors in the symmetry and synchronization 
achieved between the output voltage and its fundamental 
component to remove any possible subharmonics. SVM 
utilizes the DC voltage more efficiently than the SPWM 
since its output voltage is about 15.5% greater than that 
of SPWM. Conventional SVM is a superior modulation 
technique but its enormous number of calculations needed 
to determine the switches gating signals struggles and 
diminishes its application in relatively small real-time 
implementations. The proposed simplified SVM method 
avoids the conventional time-sector calculations and 
reproduces approximately the same modulating signal as 
the conventional way, directly from the sampled sinusoidal 
three-phase reference voltages without any appreciably 
mentioned calculations. 

The simulation results indicate that the performance 
achieved is very similar to that of the conventional SVM 
but with a decreased algorithm execution time, which 
allows using lower-cost microcontrollers for the same 
components and circuit utilization. The proposed method 
waveforms have an appearance similar to that of the 
SPWM and performance parameters roughly like the 
original SVPWM.
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A Methodological Approach to Assessing 
the Possible Effect of Distributed Generation 

Expansion  on Regional Energy Supply Systems
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Abstract — One of the new challenges arising from 
the transition of the energy industry to the path 
of intelligent development is to assess the effect of 
distributed generation (DG) on the prospects for the 
development of regional energy supply systems. Such 
an assessment requires that the factors characterized 
by high uncertainty be taken into account. In this 
case, it is expedient to employ a combination of the 
optimization method with the Monte Carlo method. 
Such an approach has already been adopted in a 
model (computer program) developed at the Melentiev 
Energy Systems Institute, Siberian Branch of the 
Russian Academy of Sciences. This model is designed 
to determine the rational mix of new power plants (with 
investment risks assessed and factored in) and the likely 
cost of electricity generation in a given aggregated 
region. We propose using this model as a source of 
projected data for an approximate assessment of the 
DG expansion, given the projected conditions for the 
energy sector and electric power industry development. 
It may also provide the basis for an array of research 
tools for relevant studies. The new toolkit requires a 
more detailed representation of the administrative 
division and the inclusion of consumers with their 
sources of electric power generation in the generating 
capacity. Although such an estimate is approximate, it 
can give an overall idea of the extent to which the cost 
and demand for electricity may vary under different 
options for the DG expansion in a region.

Index Terms: projections, distributed generation, 
consumers, energy carriers, demand, energy sector, 
electric power industry, optimization, uncertainty. 
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I. INtroductIoN

The well-established practice of making projections 
for Russia’s energy sector [1-3] focuses primarily on 
determining the structure of energy carriers production 
and the volume of fuel and energy consumption in the 
sector itself, so as to meet a given demand of the economy 
for energy carriers, such demand being exogenous to the 
sector. Such studies fail to consider the possible adjustment 
effect of consumption on the energy development options, 
for example, due to the emergence of the consumer’s 
ability to change their energy consumption when prices of 
different types of energy change or to have self-generation 
and/or storage facilities. These new opportunities may 
entail changes in the structure or volume of the initially 
assumed energy demand and affect the optimization of the 
energy sector.

At present, the global energy system is rapidly 
transitioning from an electric power system built on 
conventional centralized generation with a unidirectional 
flow to an integrated and hybridized grid containing 
elements of both centralized generation and distributed 
energy resources [4]. According to [5], the technologies 
of distributed energy (distributed energy resources (DER)) 
are understood internationally as covering the following:
• distributed generation;
• demand response;
• energy efficiency management;
• microgrids;
• distributed energy storage systems;
• electric cars.

The basic property of all these technologies is proximity 
to the energy consumer.

As stated in [6 p. 272], «distributed generation 
is the generation of electricity/heat at the place of its 
consumption. Having no grid eliminates the losses (costs) 
of electricity/heat transmission, which implies the presence 
of many consumers that generate heat/electricity for their 
own needs and transfer its surplus to a common grid.»

Small-scale distributed energy has been a leading trend 
in the world for several decades now. Experts estimate that 
this trend will continue in the coming decade. Navigant 
Research predicts that by 2026, the amount of distributed 

http://esrj.ru/
mailto:galper%40isem.irk.ru?subject=
http://dx.doi.org/10.38028/esr.2021.02.0006


Energy Systems Research, Vol. 4, No. 2, 2021E. V. Galperova

65

generation capacity commissioned worldwide will exceed 
the amount of centralized generation by a factor of three. 
According to the data published by the SCC Research 
company, the size of the global market for distributed 
generation technologies in 2015 was $65.8 billion. [7]. 
The International Energy Agency estimates that distributed 
energy can provide up to 75% of new connections in the 
course of global electrification by 2030 [5].

There is virtually no accurate data on the share of 
distributed generation and its dynamics in the energy 
industry of Russia. In [5], the total capacity of distributed 
generation facilities in Russia as of 2017 was estimated 
at 23-24 GW or 9-9.5%. The studies presented in [5] 
demonstrate that given the full utilization of the distributed 
energy potential it is possible to meet the entire projected 
demand for generating capacity of 54-66 GW in the Unified 
Energy System of Russia by 2035. 

II. lIterature reVIew 
Research into various aspects of distributed generation 

development has become a relevant topic in recent years. 
In [8-13], the authors consider the main advantages, 

system-wide effects, and issues related to the connection 
of distributed energy sources to distribution networks. 
Studies [14-16] cover the operation of power grids with 
DG, including power system protection, hourly load, and 
electric power quality of distributed generation devices 
[17-20]. In [21-23], the authors investigate the security 
of electric power systems with distributed generation in 
terms of cascading failures and present the models for 
determining the limit operating conditions in power grids 
and methods for assessing the operating parameters of 
energy service areas with distributed generation facilities. 
Some studies address the reliability of energy supply 
systems [24, 25] and examine the possibility of ensuring 
reliable electric power supply to consumers through the 
construction of distributed generation facilities [26-29]. 
Furthermore, distributed energy generation is viewed as 
a factor of energy security improvement and sustainable 
development of regions [30-32]. Despite the significant 
body of published research covering various issues of 
distributed generation expansion, it proved impossible to 
find the studies on its effect on electricity demand, its price, 
and generation structure. 

Fig. 1. The structure and relationships of problems to be solved at different time stages of the study of the long-term energy 
development options. Source: [1].

1 - prospects for the energy sector; 2 - a study of the state of regional energy markets (demand and prices);  
3 - an assessment of barriers and threats to energy security; 4 - development of individual industries of the energy sector; 
5 - the interaction with the macroeconomic system; 6 - investment policy of energy companies.
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III. proposed methodologIcal approach 
The Melentiev Energy Systems Institute, SB RAS 

(ESI SB RAS), has developed and has been continuously 
improving a multi-stage methodological approach to 
enhance the validity of long-term projections of the national 
energy sector development. This approach assumes the 
existence of problems varying in their importance and 
complexity and ways to solve them at different time stages 
of the projection time frame (Figure 1).

We have built a methodological toolkit   (a pool (set) 
of various types of models) for projection studies [33, 
34]. The models are not linked to each other by automatic 
procedures, which allows solving individual problems, 
for which the models were originally developed, and 
employing them as building blocks of systems to be used 
for calculations. In this case, the results of solving some 
models are used as input data for others. As new problems 
arise, the pool is supplemented with new models or 
modifications of existing ones. 

One of the new problems arising with the transition of 
the energy industry to the path of intelligent development is 
a projection of the possible effect of distributed generation 
(DG) on the projected structure and cost of electricity 
generation and the demand for it in a region. A prerequisite 
for solving it lies in considering the region-specific energy 
and economic development conditions and the quality 
of the information used. Earlier studies [35] attested to a 
significant disparity in the cost of electricity generation 
by region and its dependence on the type of probability 
distribution within the ranges of the assumed values of 
input data (Table 1).

Methodological approaches to assessing the energy 
development options depend on the given time frame and 
the objectives of the projection studies. The uncertainty 
increases as the projection time frame extends further into 

the future. Hence, the decision on strategic directions of 
energy industry development looking ahead 20 years or 
more will have less stringent requirements for the accuracy 
of the results, the degree of detail with respect to the 
administrative divisions, and the factors to be considered.

The assessment of the possible effect of distributed 
generation on the projected structure, production cost, 
and demand for electricity in a region is most important 
when the projections extend up to 15 years into the future 
because it is this period that predetermines the conditions 
for the modernization of regional energy supply systems. 

A specific feature of the assessment is the need to 
consider the diversity of behaviors and ways of self-
generation in different groups of consumers, which requires 
a more detailed treatment of the administrative division 
given the conditions for the development of individual 
regional power systems, the characteristics of consumers, 
electrical load curves,  and others. All these parameters are 
highly uncertain, which is why the Monte Carlo method 
along with the optimization method may prove appropriate 
for the assessment. This approach is used in the MISS-
EL model developed at the ESI SB RAS [35]. The model 
designed determines a rational mix of new power plants 
(with investment risks assessed and factored in) and the 
likely cost of electricity generation in aggregated regions 
(Federal districts and/or interconnected power systems) for 
a time horizon of up to 15 years.

The methodological principles and results of the studies 
based on the MISS-EL model are proposed as a framework 
to be used for the approximate assessment of the DG effect 
on the development of regional energy supply systems. 
It is supposed to use model (1) as a source of projected 
data on the conditions for the electric power supply 
systems expansion and (2) as a basis for the new toolkit 
development. The toolkit should factor in the projection 

table 1. Effect of regional differences and the nature of uncertainty in the input data on the cost of electricity generation in the  
interconnected power systems (IPSs) of European Russia as compared to the Ural IPS, %

Fig. 2. The overall flow diagram of the proposed approach to assessing the effect of the DG expansion on 
regional energy supply systems. Source: developed by the author.

The nature of information uncertainty IPS 
Northwestern Central Middle Volga Southern Ural 

Normal distribution 105 103 111 105 100 
Uniform distribution 110 110 118 114 100 
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time frame, the required level of detail with respect to the 
administrative division, the characteristics of consumers, 
and the conditions and opportunities for the DG expansion. 
In essence, the MISS-EL model should serve as a basis for 
a new model of the regional power system (MISS-RPS). 
The flow diagram of the proposed approach to assessing 
the effect of the DG expansion on regional energy supply 
systems and the main relationships between the models are 
shown in Figure 2.

In the MISS-RPS model, DG is represented as an 
additional source of electric power generation. The 
functional of such a model for the given region consists of 
the following: costs of electricity generated by centralized 
sources (data obtained from the MISS-EL model) detailed 
for individual administrative divisions r (by Federal 
entity, by district, by city, etc.) of a region, costs of 
electricity generated by DG units (data from the regional 
energy consumption model), and the tariff for electricity 
transmission from centralized and distributed sources:

 miner er er jr jr jr ej ej
r e r j e j

F c N h c N h T W= + + ®åå åå åå ,

where cer – discounted costs of electricity generation at 
a power plant of type е (cent/kWh) in territory r, Ner – the 
installed capacity of a power plant of type е (kW) in the 
administrative division r, her – the number of hours of the 
installed capacity utilization at a power plant of type е (hour) 
in territory r, cjr – discounted costs of electricity generation 
by a DG unit of type j (cent/kWh) in the administrative 
division r, Njr – the installed capacity of a DG  unit of type 
j (kW) in the administrative division r, hjr – the number 
of hours of the installed capacity utilization of a DG unit 
of type j (hour), Tej – the tariff for electricity transmission 
from a power plant of type е and a DG unit of type j (cent/
kWh), Wej – the amount of electricity transmitted from a 
power plant of type е and DG unit of type j (kWh).

The main constraints in the MISS-RPS model are as 
follows:
available potential for the expansion of DG units of type j 

 0 j jN N£ £ ;
possible commissioning of new power plants of type е

 e e eN N N£ £ ;
the projected level of electricity consumption

 W W W£ £ ;
where 

  e e j j
e j

W N h N h= +å å .

The calculation of the values of economic performance 
indicators of DG in the model of regional energy 
consumption involves the analysis of the following: what 
are the sectors of the economy (residential, commercial, 
industrial) that have (are planned to have) the DG units, 
what is their possible generation capacity, what is the 
cost of electricity generation at these facilities, and which 
part of the electrical load curve they can help to handle. 
Specific capital and operating costs are determined for 

each sector separately, given their dependence on the scale 
of DG expansion.

Values of fuel prices, technical and economic 
performance parameters of plants and constraints are 
represented as ranges of their prospective values with the 
possibility of setting the type of probability distribution 
within these ranges (normal, uniform, exponential, etc.). 
The Monte Carlo method allows determining a set of 
well-balanced solutions under different combinations of 
characteristics of future conditions. This set is used to 
form an option of the electricity generation structure at its 
minimum cost under the assumed conditions.

The study presupposes the following sequence:
1. The MISS-EL model is calibrated to match the given 

scenario of economic and energy development. 
Calculations based on the model determine the likely 
mix of new capacity additions (Ne) and the cost of 
electricity generation (c) in the included IPSs. The 
results thus obtained serve as the input data for the 
MISS-RPS model.

2. In the MISS-RPS model, the capacity added is detailed 
for administrative divisions of the region in question 
and is supplemented by the DG capacity of different 
consumer categories (Njr). The latter is determined in 
the model of the regional energy consumption system 
in terms of the electricity production cost obtained by 
MISS-EL (c).

3. Calculations based on the MISS-RPS model clarify 
the cost of electricity generation c’ in the considered 
region, given its distinctive features. Furthermore, they 
allow one to determine the potential of substituting 
centrally commissioned capacity (Ne) for DG capacity 

( jN  –  the upper limit of DG capacity) and the volume 

of electricity generation (  WD ) by the DG capacity.
4. Based on contingency calculations (different scenarios 

of DG expansion), we arrive at the dependencies of 
prices and demand for electricity on the scale of the 
DG expansion in a region.
Results of calculations based on the MISS-RPS model 

in the form of a decrease in demand for electricity(  WD ) 
in the region under consideration can be used to clarify 
and assess possible changes in the structure and cost of 
electricity generation in the studies performed based on the 
MISS-EL model.

IV. coNclusIoN 
The development of distributed energy is a leading global 

trend, contributing to the transition from the conventional 
unidirectional arrangement of energy systems to their new 
integrated and hybridized types that combine large-scale 
centralized energy sources with distributed ones. In this 
context, one of the challenges arising in long-term studies 
of feasible options for the electric power industry and the 
energy sector is to assess the effect of the DG adoption 
scale on the structure of electricity generation, its cost, and 

http://esrj.ru/


Energy Systems Research, Vol. 4, No. 2, 2021E. V. Galperova

68

demand for electricity in a region.
The methodological approach and toolkit proposed 

for solving this problem rely on a combination of the 
methods of optimization and Monte Carlo simulation and 
enable contingency calculations in terms of the quality of 
available information and assessment of changes in the 
cost of electricity and its demand for different options of 
the DG  expansion in a region. 

Such an estimate is approximate, but it can provide 
an overall idea of the extent of the DG impact on the 
development of regional energy supply systems, which will 
be instrumental in improving the validity of projections 
of the electric power industry and the energy sector 
development.
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Abstract — The establishment of smart grids requires 
special attention to the safety of power industry facilities 
and the reduction in their negative impact on personnel 
and the environment. A significant factor of such an 
impact is the considerable intensities of electromagnetic 
field (EMF) generated by such facilities. In the context 
of power industry digitalization, the development of 
methods and tools for EMF digital simulation is needed 
to ensure the electromagnetic safety of the service 
personnel. Computer models designed to adequately 
determine the EMF generated by overhead power lines 
(OPL) can be implemented based on the methods and 
tools created to determine operating parameters of 
electric power systems in phase coordinates developed 
at Irkutsk State Transport University. The technique 
of electromagnetic safety analysis is implemented 
based on the proposed approach and has the following 
features: a systems approach, which is the possibility of 
simulating electromagnetic fields in terms of properties 
and characteristics of a complex electric power system; 
versatility, which allows simulating power lines and 
traction networks of various designs; appropriateness 
to the environment achieved by considering the profile 
of the underlying surface, underground utilities, and 
artificial structures of rail transport, such as galleries, 
bridges, and tunnels; comprehensiveness, which is 
provided by combining the computation of operating 
parameters and the determination of EMF intensities. 
The paper describes methods and algorithms developed 
to determine the intensities of electromagnetic 
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fields generated by multi-conductor power lines at 
fundamental and higher harmonics frequencies. A 
technique for the EMF determination at the points of 
OPL orthogonal crossing is also presented.

Index Terms: modeling, electromagnetic field, power 
transmission line, traction network.

I. IntroductIon

Electric power facilities generate electromagnetic fields 
(EMFs) of fundamental and higher harmonic frequencies 
[1, 2], which are among the main factors that determine the 
electromagnetic safety conditions [3-17]. High-intensity 
electromagnetic fields can generate interference causing 
malfunctioning of electrical and electronic devices and 
result in serious accidents when one operates at tripped 
power lines due to the impact of induced voltage on 
personnel.

Methods and tools for simulation of operating conditions 
in phase coordinates developed at Irkutsk State Transport 
University (ISTrU) [18] allow simultaneous computations of 
EMF for multi-conductor power lines [4] and determination 
of operating conditions of the electric power system (EPS) 
or traction power supply system (TPSS), being its part. In 
this case, the line at issue is considered inseparably with 
a complex EPS or TPSS. Simultaneous computation of 
operating conditions and generated EMFs enables the 
systems approach to the electromagnetic environment 
analysis. Its distinct feature is the possibility of EMF 
simulation with proper consideration of all properties and 
characteristics of the complex TPSS and EPS. Advantages 
of the method proposed are, first of all, the possibility for 
simulation modeling [4, 18] of trains operation in the TPSS 
under study and determination of EMF intensity dynamics, 
and secondly, due consideration of factors that affect the 
EMF intensity levels, including [4]:
• unevenness of the underlying surface caused by 

embankments, depressions, slopes, and passenger 
platforms;

• metal railroad cars and cisterns on tracks that 

http://esrj.ru/
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significantly affect spatial distribution patterns of EMF 
intensities;

• earthed extended metal objects (pipelines, cable lines 
with earthed coatings, and earthed ropes) that also 
change the EMF distribution pattern.

The methods and tools developed at ISTrU for 
modeling the TPSS operation and the Fazonord software 
implemented on their basis allow using several hundred 
wires in the models [18]. This makes it possible to simulate 
the embankments, depressions, railroad cars, and cisterns 
with a set of wires earthed at one end and located so as to 
make the distance between the wires significantly shorter 
than the distance to the observation point. This technology 
also allows calculation of EMF in artificial railroad 
transport structures, i.e., tunnels, galleries, bridges.

The proposed approach underlies the technique of 
electromagnetic safety analysis that has the following 
characteristics:
• systems approach, which manifests itself through 

the possibility of modeling electromagnetic fields 
by factoring in the properties and characteristics of a 
complex TPSS and a supply EPS; 

• universality, which ensures modeling of power 
transmission lines and traction networks of various 
designs;

• consideration of the environment via a thorough 
analysis of underlying surface, underground utilities, 
and track structures, including galleries, bridges, and 
tunnels; 

• integrity ensured by combining the computation of 
operating conditions and the determination of EMF 
intensities.

II ModelIng of operatIng condItIons In phase 
coordInates

In a more generalized option, the modeling of electrical 
network operation can be represented as the following 
functional relationship:

  ÞA :D X   (1)
where A – the nonlinear operator; YSD U=  – the vector 
of source data; Х – the vector of operating parameters; S  
– the set of data describing the structure and parameters of 
EPS (TPSS) components; Y  – parameters characterizing 
generators and loads. 

The system of steady-state equations (nonlinear in a 
general case) is generated by transformation of (1):

F (X,Y) = 0,
where Х – the vector formed from node voltage components 
in Cartesian  ( ),k kU U¢ ¢¢  or polar  ( ),k kU d  coordinates; Y – 
the vector that includes active and reactive power of 
generators and loads.

Technology of simulating the EPS operating conditions 
in phase coordinates [18] serves as the basis for models and 
methods proposed in this work. The EPS (TPSS) modeling 
methods rely on lattice-type equivalent circuits (LEC) 

with fully connected topology. The following formalized 
definition can be written for LEC:

 ,: , , i jTEC hub con i j hub con con" Ì ® Ì! ,
where TEC  – stands for lattice-type equivalent circuit;
hub  – a set of LEC nodes; con  – a set of LEC branches. 

The basic elements that constitute the EPS three-phase 
– one-phase network supplying traction power systems can 
be subdivided into two groups:
• electricity transport elements, i.e., overhead power 

lines and cable lines, conductors, traction networks;
• conversion elements, i.e., transformers of various 

designs.
The above devices can be generally considered as 

static multi-wire elements, which can be represented as 
a set of wires or windings with inductive couplings (Fig. 
1). Simulation of power sources, electrical loads and 
elements employed to control EPS operating conditions 
are analyzed in detail in [18, 19]. Adequate assessment of 
electromagnetic safety conditions requires, apart from EMF 
to be determined for particular operation situations, the 
construction of time relationships between the intensities 
of electric  ( )tEE !! =  and magnetic  ( )tHH !! =  fields. These 
tasks can be accomplished based on simulation modeling. 
In this case, the concept of instantaneous diagrams 
is used and dynamic model is reduced to a set of static 
diagrams. The simulation procedure involves dividing the 
interval under study into smaller intervals, within which 
the operating parameters are assumed to be invariable. 
The analysis of experimental measurements of operating 
parameters in real TPSSs, and computer simulation results 
indicate that such an assumption is acceptable and does not 
introduce a significant error to computation results.

The development of a simulation model of the mainline 
railroad power system requires the construction of models 
of the EPS and TPSS elements with an algorithm of their 
interaction and includes the following stages:
• modeling of train operation schedule;
• generation of instantaneous diagrams and calculation 

of operating parameters for each of them;

Fig. 1. The diagram of static multi-wire element.
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• determination of integral values of simulation modeling.
At each modeling interval  tD , the following system 

of non-linear equations that define steady-state of the 
respective instantaneous diagram is solved:
  F (Xk, Yk) = 0,  (2)

where kk YX ,  – values of vectors YX,  for the k-th 
instantaneous diagram.

Modeling of moving traction loads is based on traffic 
schedule, which relates train location coordinate with time. 
Traction load values are determined based on traction 
computations or experiments. Traction loads are normally 
set by values of currents, although such an approach 
insufficiently adequately defines the physics of running 
processes. The train driver shall follow the specified traffic 
schedule. Thus, a change in voltage at current collecting 
equipment causes the need to adjust the electric locomotive 
current to maintain the necessary traction effort. 
Consequently, setting traction load with power consumed 
is a more appropriate approach that reflects energy 
conservation law. Software tools developed to determine 
traction loads obtain traction currents under rated voltage 
of the current collecting equipment, consequently, there is 
no problem in their translation to consumed power.

Railroad AC power system can be divided into the 
following segments:
• three-phase EPS that performs the external power 

supply function; 
• one-phase traction power supply system;
• power supply areas of non-traction and non-transport 

consumers, including transmission lines of particular 
design following the pattern “wire – rail” and “two 
wires – rail.”
The railroad power supply systems (RPSS) have 

longitudinal and transversal asymmetry of parameters 
due to the single-phase traction networks and devices 
of transverse and series capacitive compensation. This 
asymmetry affects the operation of the external power 
supply system and power supply areas.

The operating conditions for integrated systems of 
traction and external power supply are calculated by 
successively determining the operating conditions for 
some instantaneous diagrams of train operation. The 
instantaneous diagram requires the following data:
• a connection diagram of stationary elements with data 

on their parameters, as well as loads and generation 
of the RPSS stationary part; the location of electrical 
traction loads at the considered time instant, which is 
determined by train operation schedule; location of 
trains determines parameters of the system’s changing 
part that includes the traction network sections;

• loads created by trains at the time instant at issue; 
these loads are determined based on traction loads or 
experimental rides.
The train schedule is used to determine the train 

location. The train location determines the lengths of 
the current sections of the traction network between its 

discontinuities, i.e., between neighboring trains or between 
trains and stationary nodes that include connection points 
of traction network feeders, sectioning points, parallel 
connection points, neutral sections, switching to another 
number of tracks or another suspension type.

III. eMf sIMulatIon In phase coordInates

After determining the instantaneous diagram operation 
by solving the set of equations (2), we can calculate the 
intensities of electromagnetic fields generated by any of 
the multi-wire systems, which are part of the simulated 
system. With the vertically upward direction of the 
Y-axis of the Cartesian coordinate system and the X-axis 
perpendicular to the railroad or power line axis so that 
the Z-axis is oriented in a negative direction of the wire 
current, the components of the electric field intensity of the 
system of N wires at the point with coordinates (x, y) are 
determined using the following formulas: 
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where  2 2 2 2[( ) ( ) ][( ) ( ) ]i i i i ix x y y x x y yx = - + + - + - ; 

 it! – charge of wire i per length unit, which is determined 

from the first group of Maxwell’s formulas  1-= ×T A U! ! .

Here  1 ...
T

NU Ué ù= ë ûU! ! !  – column-vector of wire 

voltages relative to earth;  [ ]1 ... T
N= t tT! ! !  – column-

vector of wire charges, A – symmetric matrix of potential 
coefficients, in which 
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where xi, yi – the coordinates of wire i above the ground 

(y = 0 corresponds to the flat earth surface), ir  – radius of 

wire i;  0e  – electrical constant. 
After transition from complex effective values of 

components  XE!  and  YE!  to time dependences, one can 
obtain parametric equations for locus of the electrical field 
intensity vector:

 ( ) 2 sin ( )x X XE t E t= w +j ;

 ( ) 2 sin ( )y Y YE t E t= w +j ,

where the factor 2  is required because computations are 
based on effective values; ω = 314 rad/s.

The field intensity reaches its maximum value Emax at 
time instants defined by the following equation:

 
2 2

max 2 2

sin 2 sin 21 Arctg
2 cos2 cos2

X X Y Y

X X Y Y

E Et
E E

æ öj + j
= ç ÷

w j + jè ø
.

http://esrj.ru/


Energy Systems Research, Vol. 4, No. 2, 2021V. Kryukov et al.

73

One of arctangent values is chosen when the second 
derivative has a negative value:

 2 2
max maxcos 2( ) cos 2( ) 0X X Y YE t E tw +j + w +j < .

The effective value of field intensity for some direction  
ψ, measured from the X-axis positive direction is equal to

 2 2 2 2cos sinX Y EE E E Dy = y + y + ;

 2 sin cos cos ( )E X Y X YD E E= y y j -j .

Intensity extreme value is calculated using the 
following formula:
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1
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;

 ( ) ( )
22 2 2 2 24 sinE X Y X Y X YD E E E EY = + - j -j .

In this case, plus sign corresponds to the maximum, and 
the minus sign corresponds to the minimum. 

This formula is given in [21], where the authors point 
out that in the calculation of field near the ground surface, 
the error of simple quadratic summation 

2 2
X YE E E= +

usually does not exceed 10% towards increase above the 
effective value maximum. 

The horizontal and vertical components of the intensity 
of the magnetic field generated by all conductors are 
calculated using the following formulas:

 2 2
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The determination of the electric and magnetic field 
intensities involves the calculation of the RPSS operating 
conditions, the determination of charges and currents 
of wires, including earthed ones, and the components 

 YXYX H,H,E,E !!!! . The described technique is 
implemented in the Fazonord software [18]. In this case, 
electromagnetic field intensities can be determined both 
for an individual instantaneous diagram and for their set, 
which determines the change in EMF intensities over time.

Such a problem statement significantly simplifies 
the computation of EMF intensities. Indeed, the 
traditional formulation of this problem requires solving 
differential equations in partial derivatives. Traditional 
methods considerably complicate the problem-solving 
procedure, especially when there is a need to factor in 
the underlying surface inhomogeneities (embankments, 
slopes, depressions) and the extended conductive facilities 
(artificial structures of railroad transport, metal cars and 
cisterns, underground pipelines, and others). The use of 
sets of grounded wires as part of the corresponding multi-
wire element for simulation of roadbed inhomogeneity 

and conductive facilities allows the use of the proposed 
technique to determine EMF without additional 
complications and modifications, given the external 
environment [4]. 

Computations of electric and magnetic field intensities 
under the proposed technique can be referred to as integral 
computation methods with a distribution of charges on 
fictitious earthed conductors located on the surface of 
nonplanar (but parallel to the plane) ground or the surface 
of the conductive boundary of an artificial structure. In 
contrast to the integral methods used, in this technique, the 
charges on the earthed conductors are found through the 
calculations of operating conditions in phase coordinates. 
After the operating conditions of a system that includes 
a multi-wire element are calculated, it is possible to 
determine the wire charges per unit of length.

Since the resistances of multi-wire power lines are 
calculated using the height of the equivalent wire, which is 
below the point of the wire suspension on the pole by two-
thirds of the slack, the computation will give some averaged 
electric field intensity value throughout span length. At a 
small (about two or three meters) height of the observation 
point location, the actual intensity in the middle of the span 
will be somewhat higher than the calculated one, while at 
the pole, it will be less than the calculated one.

These differences, however, are relatively small and are 
usually overarched by the idealization of the considered 
facility and errors of source data.

The EMF active power flux density can be determined 
using the formula [4]

 [ ]0 01 02
1
2

P = P -P ;

Π01 = EmxHmy cos (ψEx – ψHy);
Π02 = EmyHmx cos (ψEy – ψHx).

Thus, after computing the components , X Y X YE , E , H , H! ! ! !  
electromagnetic energy flux density determined by the 
Poynting vector can be calculated.

 
Fig. 2. Comparison of experimental and calculated data: 1, 2 – 
boundaries of the experimental data scatter area.
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IV. VerIfIcatIon of the sIMulatIon adequacy

Experimental verification of the technique was carried 
out by comparing the calculation results for the intensity 
of electric field generated by 220 kV transmission 
line with the experimental data obtained in [20].  
 The results of measurements and computations indicating 
the acceptable accuracy are shown in Fig. 2. 

Fig. 3 shows the results of calculations and experimental 
studies on the electric field of the overhead system [3]. The 
results obtained indicate that the discrepancy between the 
experimental and calculated data does not exceed 2%. 

Experimental verification of the adequacy of calculation 
of the overhead system magnetic field is problematic 
because it is difficult to obtain source data for simulation 

of the RPSS operating conditions. Such information can 
be obtained only in the future, when the satellite system is 
employed to locate the trains in space. It is also difficult to 
restore the overhead power line conditions as there are no 
means for measuring magnitudes and phases of currents 
flowing through its wires.

Such measurements will also become possible only 
when electric power systems are equipped with devices for 
synchronized measurements of phasors (PMU-WAMS) on 
a large scale.

Therefore, the verification of adequacy of the magnetic 
field intensity calculations relied on the comparison with 
the results of analytical calculations (Fig. 4). The findings 
show a good agreement between the data of analytical 
computations and simulation based on the proposed 
technique.

To additionally verify the simulation adequacy, 50 
Hz EMF intensities were measured, and comparative 
calculations for a 110 kV double-circuit line with a lightning 
protection cable located within the city were performed. 
These measurements were made between two towers. The 
heights of the wire suspension above the measurement site 
were 19 m (ground wire), 16 m, 13 m, and 10 m (phase 
wires). A 110 kV single-circuit dead-end tap is connected 
to a line at the closest tower to the measurement site. At a 
distance of 10 m from the power transmission line with a 
slight decrease in the earth surface, there is a metal fence of 
the garage cooperative, which can  have a significant effect 
on the electric field.

According to the data of measurements of operating 
parameters of a double-circuit overhead power line (OPL) 
located close to the branch line, the power flow of the first 
circuit was about 9 – j12 MV·A (the minus sign corresponds 
to the accepted positive direction of the power flow of the 
branch line); the power flow on the second circuit was 6 
– j9 MV·A; the branch line consumes 6 + j3 MV·A. To 
correctly factor in the multi-wire system with the facilities 
affecting EMF (metallic fence), its model, including 19 
wires, was implemented in the Fazonord software.

Phase voltages were assumed symmetrical, equal to 65 
kV for a more loaded circuit and 66 kV for a less loaded 
one. In the calculation of operating conditions, the above 
loads symmetrically distributed among phases resulted in 
77 A currents for the left-hand circuit wires, 54 A for the 
right-hand circuit wires, and 34 A for the branch line.

According to the calculation of operating conditions, 
the value of the ground wire current was of the order of 
0.1 A. Thus, while significantly changing the electric field, 
the ground wire has almost no effect on the magnetic field. 

Experimental measurements of electromagnetic 
field intensities, performed with the P3-50 device, are 
represented by three groups of values obtained at different 
times; the directions of coordinate axes were assumed 
the same as in the computation technique. The origin of 
coordinates is under the OPL center in the middle of the 
span on the ground surface. 

Fig. 3. Calculated and experimental values of the electric field 
intensity of the overhead system.

 

a) b) 

 
c) 

 Fig. 4. Comparison results.
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Measurements were carried out with a P3-50 field 
intensity meter using projections of intensities on 
corresponding coordinate axes at a height of 1.5 m from 
the ground surface. 

The results of measurements and computations are 
presented in Fig. 5. 

In general, the nature of the relationship between 
the electric field intensity and the x coordinate, obtained 
by computation, corresponds to similar relationships 
constructed based on experiments. In the first experiment, 
the maximum intensity values are virtually equal to the 
calculated values. 

The calculated values for the OPL right-hand circuit lie 
within the boundaries of the scatter area of the experimental 
values. 

Adequacy of modeling is confirmed by high values 
of correlation coefficients between experimental and 
calculated data.

V. case studIes to deterMIne the eMf IntensItIes

Figures 6–8 present the simulation results of EMF 
intensities at the height of 1.8 m for a typical 25 kV TPSS 
of the double-track road section with a current of 414 A and 
voltage of 25 kV of overhead catenaries. 

The dependences obtained indicate the following:
• the low voltage of the traction network results in the 

maximum level of electric field intensity below the 
standard value of 5 kV/m; 

• the level of magnetic field intensity is quite close to 
the maximum permissible value but with the current 
of overhead catenaries equal to 414 A, EMF does not 
exceed it; 

• electromagnetic energy density reaches 80 kV-A/m2 
near the center of the traction network. These data may 
serve as a basis for specifying electromagnetic safety 
standards in AC traction networks.

Fig. 5. Interval representation of the EMF intensity 
measurement results: a – electric field; b – magnetic field; 1 
boundaries of scatter area of the experimental data.

 
a) 

 
b) 

 

 
a) 

 
b) 

 Fig. 6. Amplitudes, effective values and components of EMF 
intensities at the height of 1.8m: а – electric field; b – magnetic 
field.
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Results of simulation of the EMF intensity changing 
over time at the height of 1.8 m are presented in Fig. 9.

Figure 10 shows the simulation results for the 
electromagnetic fields generated by a double-circuit 220 
kV line with a current of 300 A. 

The presented results confirm the applicability of the 
considered technique for determining EMF when assessing 
the conditions of electromagnetic safety in traction 
networks and on the routes of high-voltage OPL. It is 
worth noting that this technique can be used in the EMF 
calculations for overhead power lines, cable power lines, 
and conductors of various designs.

 
Fig. 7. Density of electromagnetic energy flux at the height 
of 1.8 m.

Fig. 8. Cross-section of EMF intensity surfaces:
а – electric field; b – magnetic field.

 

 
a) 
 

 
b) 

 

 
a) 
 

 
b) 

 Fig. 9. Time dependences of the intensity amplitude values:  
а – electric field; b – magnetic field
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VI. eMf at the IntersectIons of tractIon networks 
and hIgh-Voltage power lInes

The above-described technique was extended to the 
detailed analysis of the electromagnetic field structure at 
points of power lines crossing the railroad. 

Assuming mutual perpendicularity of the overhead 
power line and railroad wires, we can calculate components 
of EMF vectors and determine the resultant field, which is 
complicated by the following factors: 
• overhead power line can be either single-circuit or 

double-circuit;
• mutual voltage phasing of TPSS and OPL, the spatial 

location of the OPL wires of different phases, and the 
number of electrified railroad tracks are to be factored in.

The problem statement at issue takes into account 
both these factors. Fig. 11 shows a frequently encountered 
situation where a 220 kV line is crossing a double-track 
road section. In this Figure, the overhead catenary wires 
and rails of the odd track are given in black, while those 
of the even track are in gray. The dotted line shows OPL 
wires. Different systems of coordinates are chosen for 
railroad and OPL, which simplifies the calculation of 
fields. The coordinates are determined for the conditions 
where the Z-axis is directed along the railroad and the ZT 
axis goes along the OPL wires. Currents have opposite 
directions to Z and ZT axes directions. The origins of 
coordinates are located on the railroad axis. In this case, 
electromagnetic fields can be calculated with the Fazonord 
software separately for traction network and overhead 
power line with the subsequent addition of respective field 
vector components.

In the XYZ coordinate system of railroad, the intensities 
of traction network electromagnetic field are calculated 
using formulas (3). In the XTYTZT coordinate system 
of overhead power line, similar relations are written as 
follows:
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 T 0ZE =! ;  T 0ZH =! ,
where 
ξTi = [(xT – xTi)2 + [(yT + yTi)2C][(xT – xTi)2 + [(yT – yTi)2]; 

λTi = (xTi – xT)2 + [(yTi – yT)2. 

In the formulas, N is the number of traction network 
wires, NT is the number of OPL wires;  it!  is charge per unit 
of length of wire i,  iI!  is current of wire i in the direction 
opposite to the direction of Z or ZT axis; (xi, yi), (xTi, yTi) are 
wire coordinates in respective cross-sections.

Observation point coordinates in the XTYTZT system are 
related to the XYZ coordinates with following relationships 
on an assumption that origins of coordinates concur at one 
point:

x = zT; y = yT; z = –xT.
The components of OPL field vectors are similarly 

transformed from the XTYTZT coordinate system to the XYZ 
system:

 
 T T T

T T T

; ; ;

; ; .
X Z Y Y Z X

X Z Y Y Z X

E E E E E E

H H H H H H

¢ ¢ ¢= = = -

¢ ¢ ¢= = = -

! ! ! ! ! !

! ! ! ! ! !
 (4)

The operations necessary to calculate field intensities at 
a specified point with coordinates (x, y, z) are as follows: 
1. Determine the components of intensities of the field 

created by railroad traction network by the given 
coordinates (x, y, z) with the aid of Fazonord software in 

Fig. 10. The intensity components versus the x-coordinate:  
а – electric field; b – magnetic field

 
a) 

 
b) 
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which the electromagnetic field intensity is determined 
after the operating conditions are calculated.

2. Determine the components of intensities of the field 
generated by overhead power line by the specified 
coordinates zT = x; yT  = y; xT = –z using the Fazonord 
software.

3. Calculate the total components of intensities at a 
specified point according to the expressions (4):

 T T;X X Z X Y Y YE E E E E E ES S= + = = +! ! ! ! ! ! ! ;

 T TZ Z X XE E E ES = - = -! ! ! ! ;

 T T;X X Z X Y Y YH H H H H H HS S= + = = +! ! ! ! ! ! ! ; 

 T TZ Z X XH H H HS = - = -! ! ! ! .

Thus, we determine all three components of the 
intensity vectors of electric and magnetic fields:

 ; ( ) 2 sin (ω )ij
i i i i iE E e E t E tj

S S S S= = +j! ;

 ; ( ) 2 sin (ω )ij
i i i i iH H e H t H ty

S S S S= = +y! ;

i = x, y, z.
Ends of vectors of electric and magnetic field intensities 

calculated at some point trace out ellipses lying in the plane 

determined by components of these vectors [21]. Whether 
the vector belongs to a specific plane can be shown by the 
product of two vectors of the field at different time instants. 
Vector of this product is perpendicular to the direction of 
the plane in which the terms lie. In particular, one can 
analyze two vectors at time t = 0 and at current time t. The 
components of vector product  0 tE E´

! !
 are determined as 

follows:

 0( ) 2 sin ( ) sin (ω )t X Y Z Y ZE E E E tS S´ = j -j
! !

;

 0( ) 2 sin ( )sin (ω )t Y X Z Z XE E E E tS S´ = j -j
! !

;

 0( ) 2 sin ( )sin (ω )t Z X Y X YE E E E tS S´ = j -j
! !

.

Squared absolute value of the vector product equals

 
2 2 2 2

0 0 0 0( ) ( ) ( ) ( )t t X t Y t ZE E E E E E E E´ = ´ + ´ + ´
! ! ! ! ! ! ! !

.

These data show that ratios of the vector product 
components to the vector absolute value (vector direction 
cosines) do not depend on time, which indicates that 
intensity vector is located at any time instant in the same 
plane. Normal line to this plane is determined by a single 
vector with components equal to

 

Z X

Y

0

P4

4
2

6 8

-2
-4

-6
-8

4
6

10

12

14

16

18

20

22

24

YT

4
6

10

12

14

16

18

20

22

24

ZT

XT
AI!

BI!A

B

C

P1
P2
P3

НТ1
КС1 НТ2

КС2

CI!

1НТI!

4РI!

Fig. 11. The diagram of mutual location of OPL and traction network.
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Extreme values of the intensity vector can be calculated 
by differentiating the squared vector length:
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Extreme values are determined by zero value of the 

derivative:
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from which
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where the maximum is determined by negative value of the 
second derivative:

 
3

2
max

1
3

2
max

1

sin (2ω ) sin (2 )

cos (2ω ) cos (2 ),

i

i

i
i

i
i

t E

t E

S

S

=

=

j >

j

å

å
while the minimum is determined by positive value:
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Fig. 12. Location of traction network (a) and OPL (b) wires: 
1– contact wire; 2 – catenary messenger.

Fig. 13. The amplitudes of electric (а) and magnetic (b) field 
intensities versus the x coordinate: 1 – traction network; 2 – OPL.
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a) 

 
b) 

 

 
a) 

 
b) 

 Fig. 14. The total components of intensities for electric (a) and 
magnetic (b) fields (effective values) versus x coordinate.

Fig. 15. Loci of resultant intensity vectors of electric (а) and 
magnetic (b) fields in coordinate axes of polarization ellipse for 
the point with coordinates x = 2 m; y = 1.8 m.

 
Fig. 16. The graph of the surface of electric field total intensity in x, xT coordinates.
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Different field points are characterized by different 
polarizations and field component relationships. Locus of 
the intensity vector located in the plane of polarization can 
be determined using the procedure from [4]. The simulation 
results of EMF of the wire systems according to Fig. 12 for 
the height of the observation point of 1.8 m are shown in 
Figs. 13–16.

Coordinate z was measured from the point of 
intersection of the overhead power line (АС-300 wires) 
with the traction network. The overhead line was assumed 
to transit the power of 5 + j40 MV·A by each phase with 
a linear voltage of 230 kV and current of 648 А, which 
are close to maximum permissible values for the АС-300 
wires. Voltages at OPL starting end were equal to 132.8 
kV with angles 0º, –120º, 120º, currents flowing into these 
nodes were 648е–j28.6º А, 647е–j148.6º А, and 647е j91.3º А. 
The power of 8 + j8 МВ·А was transmitted by catenaries of 
each railway track. The calculated voltage of the overhead 
system was 25.6е–j5.6º kV, and overhead catenaries currents 
were equal to 450е–j51.1º А.
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Fig. 17. Typical levels of electric locomotive current harmonics 
as a percentage of the fundamental frequency current.

Fig. 18. Coordinate system exemplified by a traction network. 

Fig. 19. Train schedule.

Fig. 20. Train current profiles: a – odd direction; b – even 
direction.
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The findings suggest the following.
1. The total intensities of magnetic fields of traction 

network and OPL differ from the intensity of magnetic 
field generated by traction network by –2…+13%. 
At the point with coordinates x = 2 m; y = 1.8 m, the 
magnetic field intensity amplitude in the calculated 
option was equal to 82 А/m.

2. The increase in the maximum value of the electric 
field intensity amplitude at the intersection point of the 
OPL and traction network reaches 66%; at the point 
indicated in the previous paragraph, the value of this 
parameter is 5.4 kV/m. 
The developed technique can be used to resolve practical 

issues associated with the improvement in electromagnetic 
safety for personnel engaged in the operation of high 
voltage power grids and AC railroad power supply systems.

VII. consIderatIon of hIgher harMonIcs In eMf 
sIMulatIon 

AC traction networks are the sources of higher 
harmonics, as their voltage often exceeds the standards. 
Russian rectifier electric locomotives with a rated 
voltage of 25 kV not only consume the current from 
overhead catenary but also generate considerable higher 

 
a) 

 
b) 

 

 
a) 
 

 
b) 
 

 
c) 

 
d) 
 

 

Fig. 21. Coordinates of conductive parts: a – traction network; 
b – OPL.

Fig. 22. The total harmonic current and voltage distortion 
factors versus simulation time: a, b – OPL; c, d – overhead 
system; kU, kI – total harmonic current and voltage distortion 
factors; in  a, b: 1 – phase A; 2 – phase B; 3 – phase C; in c, d: 
1 – overhead catenary of the odd track; 2 – overhead catenary 
of the even track
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harmonics (Fig. 17), which entails significant distortions 
of current and voltage waveforms. Harmonics of traction 
networks penetrate into 110-220 kV supply networks and 
increase harmonics of network voltage. For this reason, 
electromagnetic fields generated by a 25 kV overhead 
system and 110-220 kV power lines supplying traction 
substations contain a significant proportion of higher 
harmonics [18]. This factor should be kept in mind when 
assessing the interference immunity of various types of 
equipment and when determining the electromagnetic 
safety conditions. Higher harmonics complicate the 
polarization picture [22–27], and the best way to simulate 
is to analyze the fields separately for different harmonics, 
with their subsequent superposition.

Calculation of EMF intensities requires a preliminary 
computation of operating conditions of single-phase 
traction network and external three-phase power supply 

system. Nonstationarity and changes in the location of 
traction loads create additional difficulties in calculating 
the operating conditions, which are almost overcome for 
fundamental frequency in [18]. 

The changes in magnitudes and spatial location of 
traction loads are factored in by computations of a series of 
operating conditions satisfying the given time instants. The 
diagrams for such computations are usually built with the 
discreteness of 1 minute. The electromagnetic field of the 
traction network is determined by the voltage and current 
of the catenary wires and rails. Rail currents are calculated 
as induced currents of grounded conductors located on the 
ground surface. The electric and magnetic fields of parallel 
rectilinear wires are linearly polarized, the position of the 
intensity vectors changes during the period.

Electromagnetic fields of traction network and OPL 
are plane-parallel and identical in any plane perpendicular 

 
a) 
 

 
b) 
 

 

 
a) 

 
b) 
 

 
Fig. 23. Maximum intensities of EMF generated by OPL versus 
simulation time: a – electric field; б – magnetic field; 1 – for 
fundamental frequency; 2 – for higher harmonics.

Fig. 24. Amplitudes of intensities of EMF generated by the 
traction network versus simulation time: a – electric field; b – 
magnetic field; 1 – for fundamental frequency; 2 – for higher 
harmonics.
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to the wires. As noted before, it is convenient to use the 
Cartesian coordinate system to describe such fields because 
the origin of the system lies on the ground surface under 
the center of the wire system, the X-axis is perpendicular 
to the wires along the ground surface, the Y-axis is directed 
vertically upward, and the Z-axis is directed against the 
positive direction of currents (Fig. 18).

Electric field intensities at a point with coordinates x, 
y for each k harmonic of the line, including N wires, are 
calculated using the formulas similar to those provided 
above:

 
10

( )2 τ
π ε

N
i i

k x k i
i i

x x y y
E

=

-
=

xå! ! ;

 
2 2 2

10

[( ) ]1 τ
π ε

N
i i i

k y k i
i i

y x x y y
E

=

- - +
= -

xå! ! ,

where  τk i!  is the charge of wire i per unit of length for harmonic 
k, determined from the first group of Maxwell’s formulas 

 1
k k

-= ×T A U! ! ;  1 ...
T

k k k NU Ué ù= ë ûU! ! !  is the vector of 

wire potentials at harmonic k;  1τ ... τ
T

k k k Né ù= ë ûT! ! !  is 

the vector of linear charges of wires, A is the frequency-
independent matrix of potential coefficients.

For each electric field harmonic, the time dependences 
of spatial components are determined by the expression

 ( ) sin ( ω ) sin ( ω )k m x k x x m y ky yE t E k t e E k t e= +y + +y
! ! ! ,

where ,  xe
!

ye
!

 are unitary vectors of the Cartesian 
coordinate system; ω = 314 rad/s. As shown in [21], 
the vectors of field extreme values  maxkE

!
 and  minkE

!
 are 

located in the polarization plane of a given harmonic and 
the intensity vector rotates in this plane with an ellipse-
shaped locus. The time instants satisfying the intensity 
extreme values are calculated for each harmonic based on 

 
a) 

 
b) 

 

 
a) 
 

 
b) 
 

 
Fig. 25. Loci of the OPL EMF intensity vectors at the 206th 
simulation minute: a – electric field; b – magnetic field; 1 – for 
fundamental frequency; 2 – for higher harmonics.

Fig. 26. Loci of the traction network EMF intensity vectors at 
the 206th simulation minute: 1 – for fundamental frequency; 
2 – for higher harmonics; a – electric field; b – magnetic field.
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the following relationship:

 
2

min,max

2 2 2

1 arctg(( sin 2
2

sin 2 ) / ( cos 2 cos 2 )).
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k t E
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w = - y +

+ y y + y

The first arctangent value is chosen within [–π/2, π/2], 
the second one differs by the value of π. The maximum and 
minimum absolute values of intensity are determined by 
the signs of the second derivative:
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where i = x, y.
The horizontal and vertical components of the magnetic 

field intensity of the multi-wire line at harmonics are 
calculated using the formulas similar to those given above:

 2 2
1

1
2π ( ) ( )

N
i

k x k i
i i i

y y
H I

x x y y=

-
= å

- + -
! ! ; 

 2 2
1

1
2π ( ) ( )

N
i

k y k i
i i i

x x
H I

x x y y=

-
=- å

- + -
! ! ,

with the only difference, the effective value of current İki of 
wire i is taken for harmonic k. 

These formulas are valid for all harmonics of practical 
importance at distances of no more than 100 m from a 
system of wires that create the field. Parameters of the 
magnetic field intensity vector are determined in the same 
way as for the electric field.

The presented technique is implemented in the Fazonord 
software. The simulation assumes the following: 
• the electric system under study may contain transmission 

lines, transformers, loads, and AC traction network; 
• the earth surface is assumed to be flat and perfectly 

conductive for the electric field; image charges are 
used to factor in the earth influence; the magnetic field 
of the near area is virtually not affected by the earth; 
however, the Carson formulas [28] are implemented in 
the software to calculate EMF at distances of more than 
100 m from the field source;

• based on the network calculation, the wire potentials 
and currents are determined; electric field intensities 
are calculated via the linear charges of wires with the 
help of potential coefficients;

 

 
a) 
 

 
b) 
 

 
c) 
 

 
d) 

 Fig. 27. Shapes of intensity curves at the 206-th simulation 
minute: a, b – OPL; c, d – traction network; a, c – electrical 
field; b, d – magnetic field.
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• EMF intensities are calculated for each harmonic.
An enlarged algorithm of EMF calculation in terms 

of harmonics includes the following stages.
1. Generate a calculation diagram, which includes 

models of multi-wire lines and transformers 
connected to other elements. 

2. Set the coordinates of space points for each line under 
study. These space points require the intensities to be 
calculated.

3. Calculate EMF intensities for each instantaneous 
diagram after determining the operating conditions 
at the frequency of the current harmonic, including 
the fundamental one, with the above formulas:
• Calculate potential coefficients;
• Determine complexes of linear charge densities 

of wires;
• Determine components of electric field intensity 

complexes at the control points of space;
• Calculate currents of individual wires of multi-

wire systems and magnetic field intensities at the 
same points.

4. Determine time dependences of total field intensities 
of harmonics with the maximum values obtained for 
a time interval equal to the period of the fundamental 
frequency. Intensity curve shapes are calculated with 
a 0.2 ms step. Based on these data and the scale 
selected, the vector loci are plotted.
A typical diagram of traction and external AC power 

supply system is chosen to illustrate the capabilities of 
the technique described. It includes four sections of 220 
kV OPL with AC-240 wires, three traction substations, 
and two inter-substation zones (ISZ) with a length of 
50 km. The EMF intensities, given harmonics, were 
calculated in the middle of the left-hand ISZ and on the 
OPL left-hand end adjacent to the intermediate traction 
substation. The sources of current harmonics were 
seven trains of odd direction with a weight of 6 300 
tons and seven trains of even direction with a weight 
of 6 000 tons (Fig. 19). The mountain pass section of 
the railroad with the pass at the railway milepost 219 
km entails considerable current consumption by trains 
(Fig. 20). The EMF calculations require, as input data, 
coordinates of the multi-wire system wires that are 
equivalent in terms of sag. Fig. 21 shows their cross-
sectional position.

Simulation modeling of train operation at the interval 
of simulated time up to the 327th min provided the time 
dependences of the following parameters:
• total harmonic voltage and current distortion factors in 

the middle of the left-hand ISZ, and on the left-hand 
end of OPL of the second substation; Fig. 22 shows the 
dependences at the interval from the 100th to the 200th 
minute, when the railroad section is filled with trains;

• maximum values of electric and magnetic field 
intensities at the height of 1.8 m (Figs. 23, 24); the 
intensities were calculated for the traction network at 
the point with coordinates x = 2.1 m; y = 1.8 m; for OPL 
x = 4 m; y = 1.8 m.
The time dependences of kU, kI parameters, shown 

in Fig. 22, indicate that the operating conditions under 
consideration are characterized by significant levels of 
harmonic current and voltage distortions. The maximum 
values of kU, kI for the traction network reach 60 and 75%, 
respectively, and for the OPL – 14 and 55%, for the whole 
simulation time. The overhead catenary of the odd track 
is characterized by higher levels of harmonics, which is 
associated with high traction loads of the odd track close to 
the control point.

Figures 22, 23, and 24 demonstrate significant 
variability of non-sinusoidality and EMF intensity 
parameters associated with trains operation. The maximum 
amplitudes of the OPL electric field intensities, calculated 
for higher harmonics, are higher than similar indicators 
for the field of fundamental frequency by 7% (Table 1). 
However, a reverse situation is observed for the magnetic 
field – the intensities maxima decrease by 15% (with 
higher harmonics considered), which is associated with 
the specific features of phase characteristics of current 
harmonics.

The loci of EMF intensity vectors indicate the ellipse 
distortions due to the higher harmonic current and voltage 
effect. The same distortions are observed in the shapes of 
curves of the field absolute values during the period of 
fundamental frequency (Fig. 27). The presented results 
confirm the importance of factoring in harmonic distortions 
when simulating EMF generated by traction networks and 
power lines adjacent to traction substations.

The presented technique of calculating the intensities 
of EMF generated by power lines and traction networks 
includes preliminary computations of operating conditions 

Network element Field Index Higher harmonics 
considered 

Higher harmonics are 
not considered Difference, % 

OPL 
Electric, kV/m Average 1.47 1.47 0.0 

Maximum 1.58 1.48 6.8 

Magnetic, А/m 
Average 0.32 0.37 –13.5 

Maximum 0.37 0.98 –15.3 

Traction network 
Electric, kV/m 

Average 3.62 3.14 15.3 
Maximum 3.14 3.52 8.2 

Magnetic, А/m 
Average 13.8 14.9 –7.4 

Maximum 37.4 43.4 –13.8 
 

Table 1. Maximum and average values of EMF intensity amplitudes for OPL and Traction Network.
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of the integrated system of traction and external power 
supply at fundamental and harmonic frequencies as an 
essential stage. The considered example of a three-phase – 
single-phase electrical network has proved the importance 
of considering harmonic distortions when determining 
EMF. This technique can also be employed to factor in 
higher armonics to determine EMF generated by multi-
wire power lines of any design. 

VIII. conclusIon 
The technique developed to determine electromagnetic 

fields generated by overhead power lines has the following 
features:
1. systems approach, which manifests itself in the possibility 

of simulating electromagnetic fields considering the 
properties and characteristics of a complex TPSS and a 
supplying EPS; 

2. universality ensuring simulation of power transmission 
lines and traction networks of various designs;

3. appropriateness to the environment, which is achieved via 
a precise analysis of the underlying surface, underground 
communications, and artificial railroad structures, such 
as galleries, bridges, and tunnels; 

4. comprehensiveness provided by integrating the network 
calculation and the EMF intensity determination at 
the fundamental frequency and higher harmonics 
frequencies. 
In the context of power industry digitalization, 

this technique, when put into practice, will provide 
the scientifically grounded approach to the analysis of 
electromagnetic safety conditions in electric power systems 
and at railroad transport facilities and the development of 
measures to improve electromagnetic safety. 
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